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PREFACE

This document is a collection of technical reports on research
conducted by the participants in the 1986 NASA/ASEE Summer Faculty
Fellowship Program at Marshall Space Flight Center (MSFC). This
was the twenty-second consecutive year the program has been
conducted at MSFC. The 1986 program was administered by the
University of Alabama (UA) in cooperation with MSFC and the
University of Alabama in Huntsville (UAH). The program was
operated under the auspices of the American Society for Engineering
Education (ASEE) with sponsorship and funding from the Office of
External Relations, NASA Headquarters, Washington, D.C. The MSFC
program was one of ten such Aeronautics and Space Research Programs
funded by NASA Headquarters in 1986. Similar programs were
conducted at seven other NASA centers. The basic common objectives
of the NASA/ASEE Summer Faculty Fellowship Program are:

ao To further the professional knowledge of qualified
engineering and science faculty members;

b. To stimulate an exchange of ideas between participants
and NASA;

Co To enrich and refresh the research and teaching
activities of participants' institutions; and,

do To contribute to the research objectives of the NASA
centers.

The MSFC Faculty Fellows spent 10 weeks (May 27 through August
I, 1986) working with NASA scientists and engineers on research of
mutual interest to the University faculty member and the NASA
colleague. The editors of this document were responsible for
selecting appropriately qualified faculty to address some of the
many problems of current interest to NASA/MSFC. A separate
document (UA-BER Report No. 380-94, September 1986) reports on the
administrative aspects of the 1986 program. This document contains
the technical reports on research performed by the individual 1986
participants. The NASA/ASEE program is basically a two-year
program to allow indepth research by the university faculty member.
In some cases, a faculty member has developed a close working
relationship with a particular NASA group that has provided funding
beyond the two-year limit. The reports are arranged in
alphabetical order.
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ABSTRACT

This report documents the implementation of a software system for

managing SSME test/flight historical data. The implementation was com-

pleted on a VAX 11/780, but will be transferred to an IBM 3084QX in the

near future. The software system uses the database management system

RIM7 for primary data storage and routine data management, but includes

several FORTRAN programs, described here, which provide customized

access to the RIM7 database. The consolidation, modification, and trans-

fer of data from the database TH.IST., implemented in 1984 using
DATATRIEVE, to the RIM7 database THISPJ_ is discussed.

The RIM7 utility modules for generating some standard reports from

THISP_M and performing some routine updating and maintenance are briefly
described. In addition, two errors in the RIM7 software are documented

and procedures for avoiding their encounter are detailed. In particu-

lar, errors are identified in the RIM7 routine for reloading a database

to recover file space marked for deletion by various _r_, functions ar_

the RIM7 routine for building B-tree indices for attributes. These

errors were encountered in v7.0 update 12 of RIM7 running on a VAX

11/780 under the operating system VMS 4.4, and it is unknown if they

will be present when the IBM 3084QX version of RIM7 is employed.

The FORTRAN accessing programs described include programs for

initial loading of large data sets into the database, capturing data

from files for database inclusion, and producing specialized statistical

reports which cannot be provided by the RIM7 report generator utility.

An expert system tutorial, constructed using the expert system

shell product INSIGHT2, is described. Finally, a potential expert

system, which would analyze data in the database, is outlined. This

system could use INSIGHT2 as well and would take advantage of RIl_7's

compatibility with the microcomputer database system RBase 5000.

Note: RIM7 is a trademark of Boeing Computer Services

DATATRIEVE is a trademark of Digital Equipment Co.

RBase 5000 is a trademark of Microrim, Inc.

INSIGHT2 is a trademark of Level Five Research, Inc.
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INTRODUCTION

The software system described in this report was implemented
following a detailed feasibility and requirements study, which was
completed in 1984. The design of the system followed the design and

use of a prototype system, which was implemented in 1984-5 and whose

use has provided several important design modifications for the

present system.

Major functional requirements which came out of the feasibility
study included:

a. Ad hoc queries must be supported.

b. Database structures must be easily modified.

c. Report generation must be flexible and non-complicated.

d. Interface to existing data files should exist.

e. Graphical output capability is highly desirable.

Several database management systems (DBMS) in existence at MSFC

pl .... " .....were ex ored during _he s_-11mer uf _o_ =L,u evaluated --_- _--^

criteria which included the above requirements. One of these systems

used a hierarchical data model, another used a network data model,

and two used a relational data model. Based on the relatively high
importance of criteria (a) and (b) above, it was decided that a

relational data model would be best suited as the core data

management tool for the proposed system. It was further decided that

a prototype system using an existing MSFC database management system

should be designed.

A SSME test history database, THIST, was designed and

implemented using Digital Equipment's DATATRIEVE file management

system. During late 1984 and early 1985, data for the prototype was

collected from various sources and loaded into THIST. In addition to

providing a vehicle for the initial test history data collection,

this prototype provided user orientation and familiarization with the

data management and query capabilities of a relational DBMS. It

further provided a check on the data model chosen for representing

the SSME test history data.
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Originally it was planned to implement the full scale software
system in the sum_erof 1985. However, at that time MSFCwas in the
process of obtaining a new center wide technical computing system,
KADS(Engineering Analysis and Data System). It was decided that it
would be highly desirable to implement the test history data manage-
ment system on EADSfor several reasons. This implementation would
provide wide accessibility to the system and would permit a more
natural interface with SSMEtest data which will be collected and
stored on EADS hardware. Perhaps more importantly, the EADS
processors, considerably more powerful than the VAX and UHIVAC

processors currently in use at MSFC, would be available for

relational query processing. The flexibility and user-friendliness

of a relational database system extracts a price in term_ of

efficiency, and the use of the DATATRIEVE prototype had exposed

inefficient relational query processing as a probable serious problem

as the test history database increases in size. BecaUse of these

considerations, the implementation of the full SSME test history

database was postponed until the summer of 1986, when EADS hardware

would be in place and its software support capabilities would be

better known.

I. IMPLE_MENTATION OF THE CORE DATABASE.

The DATATRIEVE database THIST was constructed as a prototype

only. Since DATATRIEVE is a file management system as opposed to a

true relational D_4S, it was suspected that it would not handle

relational algebra commands efficiently enough for certain ad hoc

queries, especially as the data files grew. Experience with the

prototype confirmed this. Additionally, it was known that DATATRIEVE

could not be implemented on FADS. As a consequence, the first step

in implementing the full database environment on EADS was to select

the core D_4S.

Several DBt4S's were considered. One of the relational systems

evaluated during the requirements phase of the project was ORACLE.

Indeed, ORACLE is an excellent system and would be an ideal choice

except that the FADS version of ORACLE costs over $70,000. The DBMS
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chosen for inclusion in the original EADSsoftware was System 2000.
....... 7-- --X ...................................... 4

hierarchical model), it does have a 4th generation relational type

query language. Also among its advantages was the fact that it is

already resident on EADS and hence would require no software

purchase. However, the System 2000 procedure for modification of the

database structure is rather complex, and since one of the primary

functional requirements is that the database be easily restructured,

System 2000 was rejected. The third DBMS considered, and the one

chosen for the application, was RIM5 (and its successor RIM7). RIM5

was developed in the late 1970's under NASA contract by Boeing

Computer Services, and is available through COSMIC, NASA's software

distribution center. It has a number of features which make it

particularly attractive for the SSME test history application. For

example, it has a graphical output capability, includes scientific

data types, has a fully relational structure, and includes a powerful

query language and a good report generator utility. It was decided to

evaluate RIM5 more thoroughly and so the VAX version was acquired for

this purpose, after it was discovered that the IbM version of RIM5

would not run under the IBM operating system used by the FADS

processors. Boeing Computer Services has developed a derivative
pro_ucc, RIM7, w_L_ w_±± run on _ --

at $15,000. Thus the plan was to evaluate RIM5 (which was obtained

free) to decide whether or not RIM7 should be purchased for EADS.

Using the RIM5 FORTRAN Application Program Interface, programs
were written to read the THIST data from the DATATRIEVE created VAX

_MS files and load it into a RIM5 database, THISRM, whose relations

match those of THIST. Experience with the THIST data model had

suggested that three of these relations could be profitably combined

into a single relation. This consolidation would allow the produc-

tion of several often needed reports without having to use time-

expensive relational algebra commands to combine the relations at the

time of report generation. Before doing this database restructuring,

however, it was necessary to align the three relations so that they

contained data for exactly the same tests, as was not the case with

the corresponding DATATRIEVE relations which had been created and

loaded at different times. To accomplish this, the RIM5 relational

algebra commands were used to generate 7 data files which contained

the test numbers (key attributes) that were missing from one or more

of the relations in THIS_4. Then more FORTRAN programs were written

to use those files of missing test numbers to "pad" the appropriate

relations, filling the non test number attributes with the special

RIM5 symbol -0- which indicates that data is missing. When
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producing stmTnaryreports involving missing data so marked, RIM5 then
excludes this data from counts, averages, etc. Finally, using RIM5's
relational algebra again, relations were combined to restructure the
database THISRM. A total of 1314 engine tests/flights were
represented in the database as of July i, 1986, and the stored data
occupied approximately 1.5 megabytes of disk space.

2. EVALUATIONOFRIM.

The transfer of the prototype database THIST to the RIM5
database THISRMwas relatively straightforward, and the Application
Program Interface proved to be a useful and well designed module.
However, whenattempts were begun to restructure THISRM,as described
above, several problems with the RIM5software did arise. Errors
were generated whencertain relational algebra commands necessary for

the restructure were attempted. The sources of these errors were not

apparent immediately. After discovering that a VAX installation of

RIM7 was available at MSFC, it was decided to port the entire

application to RIM7 to investigate whether the difficulties

encountered were inherent in RIM5. Unfortunately, the same
difficulties arose in the use of RIM7.

Following several weeks of diagnostic testing, the sources of

the errors were isolated to some extent, and work-around strategies

were devised. One source of error proved to be the RELOAD module in

RIM. When rows are deleted from relations, or when entire relations

are removed from the database, the deleted space is not actually

recovered for reuse, but is flagged, or marked, as deleted. Of

course, this can lead to very poor file and disk space utilization.

Unfortunately, the problem is quite unavoidable because it is often

necessary to remove relations from the database. For example, if we

have a relation that we wish to sort (as would often be the case

after new data has been appended), the way to accomplish this in RIM

is to create a sorted copy of the relation, remove the relation

itself, then rename the sorted relation to the old relation name.

This is an easy procedure to employ, but it leaves unrecovered disk

space equal to the size of the sorted relation. The recovery of space

marked for deletion is done by executing the RIM command RELOAD.

However, after RELOAD is executed following a sort operation on a

relation of moderate size (say i000 rows of 200 bytes each), several

of the RIM commands no longer work properly. In particular the

PROJECT comaand will replace the parent relation by the projected

I-4



relation in the database schema, thereby losing access to the parent
relation data. The JOIN comaandhas a similar malfunction in it.
r_,_,-_ e,,1_l_x t-h_:_a _,-.-_'_r_:_r.l_ ",'_,11 '1-1_ /'t/'_ I'I/'_'1- _17"1_11" _-f't /"lf'_t'_ll'Y" _.11"1_1"1 t'1"11:3

same actions are taken on small relations and databases.

The problems described above can be avoided (apparently) by
using the UNLOAD command in place of the RELOAD command. The UNLOAD

command creates a separate copy of the entire database (schema and

indices included) in a file named COMPFIL.DAT, recovering record

space marked for deletion in the process. After executing the UNLOAD

command, the database files themselves must be deleted (using the VAX
VMS delete command), and then the entire database must be

reconstructed using the INPUT command and the file COMPFIL.DAT.

While this process is a bit more cumbersome and takes about twice

the time of a RELOAD command execution, it does seem to recover

unused space cleanly without adverse effects on any other RIM
commands or the database contents.

A second error source is U]e BUILD KEY cu.l.l_nd. "--'- --'_-_--

moderately large database, after executing a BUILD KEY command, which

creates a B-tree index for a chosen attribute and relation,

subsequent commands can produce erroneous results. For example in

attempting a JOIN command using the indexed attribute, part of the

relation involved appears to be missing. That is, the JOIN simply

ignores, or can't find, a large part of the relation it is seeking to

join to another. To avoid this situation, one needs to exit RIM with

an EXIT command immediately after the BUILD KEY command executes,

thus forcing the newly created index to be copied from working space

to the database index file. If other commands intervene between the

BUILD KEY and EXIT commands, errors are likely.

Both of the probl_ms described above have been reported to

Boeing Computer Services and work is underway there to correct them.

In the meantime, the fixes given above seem to avoid the errors.

However, it would not be surprising to see other problems arise,

especially in connection with the use of the BUILD KEY command, and

until the actual errors in the code itself have been identified and

corrected by Boeing, caution should be exercised in the use of BUILD

KEY, and RELOAD should be altogether avoided.
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The RIM7report generator appears to be very flexible and more
than adequate for most of the anticipated application report
generation. Report definitions becomepart of the database, and
reports canbe printed at any time. Each report is associated with a
unique relation whosedefinition must be in the database schema at
the time the report is defined. The data contents of this relation,
however, maybe modified by the PROJECT,SELECT, or other comaands
prior to printing a report. Report definitions can be modified using
a built-in report editor, although this editor is rather cumbersome
to use. Other features of the report generator provide considerable
flexibility. For example, control breaks can be inserted at various
points within a report, including user specified attribute value
changes. At these breaks, totals and subtotals of an attribute or
expression, including count, sum, average, minimum, and maximum,can
be displayed. On the other hand, reports, such as statistical
analysis reports, requiring more detailed computational manipulation
of data, cannot be defined using this utility and must be generated
using the Application Program Interface, as discussed in the next
section.

The update utility allows user-tailored input screens to be
defined for data input. A certain amount of on-screen documentation
can be provided as a guide to the screen user. There is no
computational capability, and so if any preprocessing of data (such
as unit conversion) is neededbefore storing the data, this would
have to be provided via the Application Program Interface.

Additional RIM7 features include plotting capability,
backup/logging and recover facilities, and downward file
compatibility with the microcomputer database system _3ase 5000.
Simple X-Y line plots of up to ten Y attributes plotted against one X
attribute are available. Plots are supported on Tektronics 4010 and
4014 terminals, and on Hewlett-Packard 2623 and 2647 terminals.
Database files can be downloaded for RBase5000 use via an option in
the UNLOADcommand.

In summary, although there are someproblems with the current
version of RIM7, it has a great many features which make it
particularly appropriate for the SSMEtest history application. It
is assumedthat Boeing will soon correct these documented problems,
but even if those corrections are are not immediate, the work-arounds
suggested seemto be adequate for now. Considering especially the
cost factor, it was decided to proceed with development of the SSME
data managementsystem using RIM7as the core DBMS.
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In order to provide for increased usefulness and data

accessibility for THISP_M, several FORTRAN programs were constructed

making use of the RIM7 Application Program Interface. These programs

provide functions that are not available with RIM7 proper. A brief

description of the programs follow, and an example program is

developed to illustrate the way the Application Program Interface is

used. No code listings are included, but these are available from

the author or his NASA counterpart.

Program THLOAD is a program for reading and appending (or

initially loading) large data sets to THISRM. If data is loaded for

only some of the THISRM relations, the program automatically places
the relevant test numbers (key values) in all the other relations

(provided these key values aren't already present). Attribute

values in these other relations are filled with RIM7's special
"missing data" symbol. The program allows data to be added to such

padded relations. This procedure guarantees that the relations will

remain the same size and that missing data will be easy to spot

user with complete instructions for its use. It is documented in-

line so that it can be easily modified to conform to any
restructuring of the database schema.

Program THCAPT is a straightforward modification of THLOAD to

allow for capturing data from files to be loaded into THISRM. The

program is designed so that the only changes necessary to THCAPT to
allow capture from different data files is a modification of certain

READ and FORMAT statements. The program is interactive and provides

the user with the appropriate instruction for its use/modification.

It provides for global or attribute particular data capture.

Program THSTAT provides for certain standard statistical

summaries of database attributes which cannot be generated through

the RIM7 report utility. Again, the program is interactive and menu-

driven, so that the user can request one or more of several

categories of statistical analysis, on as many or as few attributes

as desired. User instruction on using the SELECT command within RIM7

to choose a file for analysis is provided if the user desires.
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The following exampledevelops a brief FORTRANprogram which
will illustrate the techniques needed to write programs utilizing the
RIM7 Application Program Interface. The example assumesthat the
appropriate database relation exists already. The program could be
written in any language that supports calls to external FORTRAN
subroutines. Data transfer from a file to the database is
accomplished by reading the file data into program variables, and
then using those variables as parameters in calls to the RIM7
subroutines for placing the data into the database. If the language
used supports a record data type (as do COBOLand Pascal), the data
can be read into a record variable, whosestructure matches that of
the RIM7relation row, and then transferred by that variable namevia
a call to the appropriate RIM7subroutine. In FORTRAN,we must
simulate a record structure by using an array and EQUIVALENCE
statements. Weillustrate with a simple example.

Supposeour file has the following format:

text i0 integer real with format dd.ddd with
characters decimal implied in storage

Wewould then makethe following declarations:

DIMENSIONREC(5)
CHARACTER*I0 STRING
INTEGERNUM
REALVAL
EQUIVALENCE(REC(1),STRING), (REC(4),NUM), (REC(5),VAL)

This sets up in memorythe following variable overlay:

R_(1) RFf_(2) REC(3) REC(4) REC(5)

I i f I
( STRING } NUM VAL

Note: 4 bytes (characters) per array location,
hence we need 3 locations for STRING.

We now (assuming the file has been opened as unit 9),
as follows:

READ (9, i00) STRING,NUM,VAL

i00 FOP_MAT (AI0,I,F5.3)

read the data

and store this information into the database by:

CALL RMLOAD(I,REC).
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Additional RIM7 subroutines needed are RMOP_ (to open the
appropriate database), RMUSER_to specify the database password - if
it has one), RMFIND(to position pointer to the desired relation),
and P_MCLOS(to close the database whenoperations are completed).
Database access error codes (whosemeanings are given in the RIM7
User's Guide) are communicated to our program via the CO_4ON BLOCK

variable RMSTAT. This variable should be checked after each

database access since it is the only way errors (except for fatal

system errors) are communicated to the program.

All of these ideas are illustrated in the following complete

program which would transfer the file HARDW.DAT to the relation

HARDWARE in the RIM7 database THISRM which has password SSME.

C

C

C

C

C

C

C

PROGRAM TRANSFERS FILE HARDW.DAT TO RELATION HARDWARE IN RIM7

DATABASE THISRM.

DATA WILL BE READ INTO VARIABLE NAMES AND THEN ASSOCIATED WITH AN

ARRAY BY EQUIVALENCE STATEMENTS, SINCE THE RIM7 DATABASE ACCESS

ROUTINE RMLOAD REQUIRES AN ARRAYAS PARAMETER. THE ARRAY DBREC

C WILL CONTAIN THE DATABASE RECORD.

C

C

C

C

C ************************** MAIN

C

C

C THE INTEGER _MSTAT IS A RIM7 DATABASE COmmUNICATION BUFFER

C VARIABLE, FOR RECEIVING STATUS CODES FROM THE RIM7 DATABASE
C

C

C

C

MANAGEMENT SYSTEM AFTER EACH DATABASE ACCESS. COMMUNICATION IS

ESTABLISHED VIA THE DATABASE RESERVED COMMON BLOCK RIMCOM.

DIMENSION DBNAME(2), DBPASS (2)

CO_ON/RIMCOM/RMSTAT
INTEGER RMSTAT
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C THEARRAYDBNAMEHOLDSTHENi_J'IEOFTHERIM7DATABASETOBE
C LOADEDAhDTHEARRAYDBPASSHOLDSTHEDATABASEPASSWORD.THESE
C NAMESMUSTBE ASSIGNEDIN HOLLERITHFORMAT.BOTHCOMPONENTSOF
C THEARRAYSMUSTBEASSIGNED-- EVENIF THEN_'IE IS LESSTHAN5
C CHARACTERSLONG,THESECONDCOMPONENTMUSTBE ASSIGNEDA BLANK.
C

DBNAME(i) =4HTHIS
DBNAME(2)=2HRM
DBPASS(I) =4HSSME
DBPASS(2)=IH

C
C RMOP_qIS THERIM7ROUTINETOOPENTHEDATABASE.RMUSERIS THE
C ROUTINETOGIVETHEPASSWORD.A NON-ZEROVALUEFORRMSTAT
C INDICATESTHATAN ERRORHASOQCURREDIN USINGA RIM7DATABASE
C ACCESSSUBROUTINE.
C

CALLRMOPEN(DBNAME)
IF (RMSTAT.NE. 0) GOTO999
CALLRMUSER(DBPASS)
IF (RHSTAT.ME. 0) GOTO999

C
C
C MOVDATIS THEPROGRAMSUBROUTINEWRITTENTOTRANSFERDATATO
C THEDATABASE.
C
C RMSTATIS WRITTENWHENAN ERRORCONDITIONIS DETECFED.
C
C
C

C
C
C
C

RMCLOS IS THE RIM7 ROUTINE TO CLOSE THE DATABASE.

CALL MOVDAT

GOTO i000

999 WRITE (6,9001) RMSTAT

9001 FORMAT ('ERROR HAS OCCURRED.

i000 CALL RMCLOS

END

RMSTAT IS ', I5)

C THIS SUBROUTINE MOVES DATA FROM THE FILE HARDW.DAT TO THE THISRM

C RELATION HARDWARE.

C

DIMENS ION DBREC (14 ),RNAME (2)

CO_ ION/RIMC(_/RMSTAT

INTEGER RMSTAT
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C
C
C
C

THEFOLLOWINGVARIABLENAMESANDDECLARATIONSCORRESPONDTO
THEATTRIBUTENAMESANDDECLARATIONSIN THETHISRMRELATION
HARDWARE.

CHARACTER*ii TESTNO
INTEGER POS
CHARACTER*6PARTD
CHARACTER*7 SN
CHARACTER*8UN
CHARACTER*13 PARTNO

C THEFOLLOWINGEQUIVALENCESTATEMENTSDEFINETHEDATABASERECORD
C WITHINTHEARRAYDBRECBY ASSOCIATINGTHEVARIABLESINTOWHICH
C THEFILE DATAIS READ,WITHTHEARRAYELEMENTS.EACHARRAY
C ELEMENTCANBE ASSOCIATEDWITHA SINGLEINTEGERORREAL,OR
C WITH4 CHARACTERSOFTEXT.
C

C
C
C
C

C
C
C
C
C
C
C

C
C
C
C
C
C
C
C
C
C
C

EQUIVALENCE(DBREC(i) ,TESTNO),(DBREC(4) ,POS),
%(DBREC(5),PARTD), (DBREC(7),SN), (DBREC(9),UN),
%(DBREC(ii) ,PARTNO)

THEVAXRMSFILE TOBE TRANSFERREDIS HARDW.DAT.THE
FOLLOWINGSTATEMIK_TOPENSTHATFILE FORREADING.

OPEN(UNIT=9, FILE='HARDW.DAT',READONLY,STATUS='OLD')

RMFINDIS THERIM7ROUTINEUSEDTOLOCATETHEDATABASE
RELATIONINTOWHICHWEWILL LOADTHEFILE HARDW.DAT.
NOTETHATTHERELATIONNAMEMUSTBE DEFINEDIN HOLLERITH
FORMATIN ORDERFORTHEPARAMETERTYPESTOMATCHIN THE
CALLTO I_!FIND.

RNAME(i) =4HHARD
RNAME(2)=4HWARE
CALLRMFIND(I,RNi%ME)
IF (RMSTAT.NE. 0) GOTO999

LOOPTOTRANSFERDATA

RMLOADIS THERIM7ROUTINETOLOADA RECORD(ARRAY)INTOTHE
CURRENT(AS DEFINEDBY THEASSOCIATEDRMFINDCALL) RELATION.
THEPARAMETER1 IDENTIFIESA POINTERANDSHOULDBE THESAMEAS
THENUMERICALPARAMETERUSEDIN THEASSOCIATEDRMFINDCALL.

NOTETHATTHELOOPIS EXITEDVIA THEREADSTATEMI_T--
-- 'END=I01' FORCESA JUMPTOSTATEMENTi01 WHENAN
END-OF-FILECONDITIONIS ENCOUNTERED.
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C
C
C

K=0
200 READ(9,100,END=I01) TESTNO,POS,PARTD,SN,UN,PARTNO

CALLRMLOAD(1,DBREC)
IF (RMSTAT.NE. 0) GOTO999
K=K+I

i00 FORMAT(AII,II,A6,A7,AS,AI3)
GOTO200

ERRORREPORTINGIS DONEBY WRITINGRMSTAT

999 WRITE(6,9001) RMSTAT
9001 FORMAT('ERRORHASOCCURREDIN MOVDAT.RMSTATIS ', I5)

GOTOi000
i01 WRITE(6,9002) K

9002 FOP_AT(I5, 'RECORDSTRANSFERREDTORELATIONHARDWARE.')
i000 CLOSE(UNIT=9)

RETURN
END

4. USEOFEXPERTSYSTEMSWITHTHISRM.

An important potential application for THISRMinvolves the use
of an expert system to analyze database contents. The expert system
shell product INSIGHT2, which runs under MS/DOSon an IBM PC/XT or
compatible, provides the capability for creating rule-based expert
systems without the necessity of user produced code. I_SIGHT2has a
built-in interface capability with DBASEII data files. In order to
use INSIGHT2for building a THISI_Mdata analysis expert system, one
could proceed as follows. Using RIM7's UNLOADcommandwith the MICRO
option, RIM7database contents can be transferred to an IBMPC in
RBase5000 format. A Pascal program (Turbo Pascal with special D_ASE
II database access procedures added is included in INSIGHT2)could be
written to transform the RBase5000 files to the DBASEII compatible
files necessary for INSIGHT2 access. Then the desired expert
analysis system could be constructed using INSIGHT2. Of course, the
files to be transferred from RIM7to the expert system could first be
tailored by use of RIM7's relational algebra commands. In this way
the query language in RIM7can be combined with the rule-based
analysis of INSIGHT2to provide exceptionally powerful data query
capability. Becauseof time constraints, such an application could
not be completed this summer.
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INSIGHT2has been used to construct a rule-based tutorial for the

capabilities of RIM7as well as on the use of the auxiliary FORTRAN
programs. The user proceeds through the tutorial by answering
questions which provide the tutorial with information to navigate
through its rule set. In this way, a tutorial session is tailored to
the individual user's current needsand responses. The tutorial was
constructed not only to provide user documentation for THISRMin a
highly accessible format, but also to provide an immediate example of
rule-based expert system development using INSIGHT2.
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AB S TRACT

The bihemispherical reflectance has been measured for a

diffuse gold surface the same as the coating on the

integrating sphere, flowers of sulfur, sandblasted aluminum,

and 120 grade aluminum oxide sandpaper. The sandpaper
measurements indicate that materials with low reflectance

cannot be measured until more sensitive detection techniques
are found. The sphere had to be used without a detector

baffle so an unusual geometry was needed that led to a loss of

intensity. Further, it is estimated that some first-strike

light entered the detector and the readings could be 1 to !.5%
too low. A limited number of normal incident directional-

hemispherical reflectance measurements were made on aluminum

and sandpaper. Several recommendations are made which are:

(i) the proper baffle placement; (2) improve lock-in

detection using a PAR lock-in amplifier or the heterodyne

technique; (3) modification of the sphere so the sample may
be mounted at the cell center on a graduate, rotatable table

for measurement of directional-hemispherical reflectance; (4)

the purchase of additional diffuse gold samples with coatings

like the sphere; and (5) better laser temperature control to

improve intensity stability.
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INTRODUCTION

The reflectance of durable hard target samples is needed

to calibrate a lidar system. The knowledge of the

backscattering coefficient of a hard target, p* (_), is

required for the calibration of the efficiency of the system

to be used where radiation has been backsc_ttered from diffuse
targets. The backscatterlng coefficient, p (_), has the units

of steradians -I and is defined as the ratio of the power per

steradian backscattered toward the transmitter-recelver to the

incident power. The backscatter coefficient is related to the

reflectance of the hard target. This relation is seen by
defining the bidirectional reflectance distribution function

(BRDF) of the target. The BRDF is the ratio of the reflected

radiance dLr(8 i, _;8 r, _;Ai) (W m -2 sr -I) confined in a solid

angle element d_ r in the direction (Sr, #r ) and the incident

irradiance in the solid angle element d_ i in the direction _i'

_i )-

BRDF = fr(Si,#i ; 8r,_ r ) = dLr (8i'_i; 8r'_r; hi ) (I)

Li (8i,_ i ) Cos 8i d_ i

It is noted the Lr is dependent both on the incident beam's

wavelength and polarization. The most general reflectance is
the biconical reflectance and is defined as the ratio of the

reflected to the incident flux where reflected flux, _r , is

given by,

_r = dA I L r (Sr,_r) Cos _r d_r
_r

_i __r r

and the incident flux, _i' is
t

_i = dA J L i (Si,_i) Cos 8i d_ i

so

(Si,#i; 8r,_r;A i) Cos 8r d_ r

p(ei,_i;Sr,_r) =

f_ifer fr (8i, _i; 8r, #r)Li (8 i,_i ) Cos 8i Cos _r d_i d_r

f_i Li (Si'_i) Cos 8i d_ i
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If the incident flux is uniform and isotropic L i (8i,_ i)
is constant and the reflectance becomes

S_iS_ r fr(Si,_i;Sr,_r)C°sSiC°SSr d_id_ r
• (2)

P(Si'_i'er'¢r) = f_i Cos 8l• d_ i

In the hard target calibration the target is irradiated from

the direction (Si,_i) and radiates uniformly in the 2n

steradian solid angle, so the reflectance of interest in lidar

calibration is the directional-hemispherical reflectance

p(Si,_i; 2 _) or

[2_[_/2p(ei,_i; 2_)= fr(Si,_i;Sr,_r)COSSrSinSr d8 r d_ r (3)
_O _O

where the solid angle e i

application.

is small and constant in this

The backscatter coefficient is defined by the equation

, S_iS_ r fr(gi'_i;Sr'_r )C°s _i Cos 8r d_ i d_ r

p (ei,e r) = (4)

_r f_i Cos 8i d_ i

In the case of directional irradiation for the lidar system

e i is small and constant and if the target is perfectly

diffusing (Lambertian) or at least reproducible

p (Si,_i;2_)=<fr(Si,_i;Sr,$r)> Cos er

where p (Si,_i; 2_ ) is the directional -hemispherical

coefficient and <fr(Si,¢i; 8r,¢r) > is the average value

of fr over _he solid angle er • For the backscatter
coefficient p (n), er = 0

so p (_) = <f (Si,_i'Sr #r )> (5)r ' '

For a perfectly diffusing reflector (Lambertian)

fr = fr,d = <fr > = constant

and

Pd (8i'¢i;2_)=Lr ddAJ C°SSrdmr/EidA=fr d I

r

Cos8 de =f
r r r,d _

r
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or <fr(Si,#i;Sr,_r) > =fr,d=P(%i,#i;2w)/7 = p(_i;2w)/7
and for an incident angle 8

<fr(Si,_i;Sr,_r) > = p(Si,_i;27)Cos 8/7 = p(_i,27)Cos 8/7 (6)

The backscatter coefficient in these two cases is related to

the reflectance as

p (7) = p(Si,_i; 27)/7 = P(_i, 27)/7

or (7)
p (7) = p(Si,_i ; 27)Cos 8/7 = p(_i,2z) Cos 8/n

Thus the directional reflectance is necessary to evalute
p (7).

A knowledge of the backscatter coefficient of the hard

targets allows the determination of the minimum volume

backscatter coefficient 8( n)min of the atmosphere that can be

detected which is a measure of the system's sensitivity. If

the atmosphere can be modeled, the backscattering coefficient

8( 7 ) of the atmosphere can be measured in terms of the known

values of p*(_), the ratio of instrument overlap functions,

and the ratio of the atmospheric absorption over the
atmospheric and target paths.

An on-site calibration facility will allow one to study

new candidates.

II-3



The objective of this research will be to measure in the

9 and i0 _m CO 2 laser regions the reflectance of :

I. The diffuse gold coating of the integrating sphere, p_;

o The reflectance versus polarizaton of various hard target

samples under uniform irradiation which is the

bihemispherical reflectance, p(2n,2_);

o The normal incidence directional-hemispherical reflectance

of the samples versus polarization, p(2n); and

e The arbitrary directional-hemspherical reflectance versus

polarization, p(8,0;2n) where the sample is irradiated at

various angles of incidence 8 .
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THEORY OF MEASUREMENTS

A. General Theory

The general theory for the reflectance of a sample in

an integrating sphere will be derived. The interior of the

sphere has a reflectance, p_, and it contains "n+l" elemental

areas of different reflectances, Pn- The total surface area

of the sphere, including the elements is A and each elemental

area has an area, an , with a fractional area, fn = an/_ The

input flux to the sphere, _o is constant and the detector does

not observe light scattered from the first strike.

The flux is incident upon an area, ao
reflected is

• so the amount

Po $o (8)

the amount incident on the ith area a i is

fi Po #o (9)

and the amount incident upon the perfectly diffusing sphere
wall of area A - 7 ai is

i
n

(i - 7 fi) Po _o (i0)
i=0

The amount reflected from the ith area is

Pi fi Po #o (Ii)

and from all the elemental areas is

n

7. Pi fi Po #o (12)
i=0

The amount reflected from the perfectly diffusing walls of the

integrating sphere is
n

pm(l - 7 fi) Po _o (13)
i=0

Then the total unabsorbed flux after the second reflection is

n n

Polo {p_(l- ? fi) + 7 Pi fi}
i=0 i=0

(14)

and the sphere can be assigned an average reflectance_ ,
where

n n
p_ = p_ (i - 7. fi) + 7. Pi fi

i=0 i=0 (15)
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An amount of this reflected flux

elemental areas is

n
7 fi P_ Po _o

i=0

incident on the "n+l"

(16)

and
N

(i- 7 fi) P_ Polo
i=0

is incident on the perfectly diffusing sphere
amount reflected from the elemental areas is

n

7 Pi fi P_ Polo
i=0

and that reflected by the integrating sphere is

n
PoJ (i- 7 fi) P_0 Po¢o

i=0

(17)

surface. An

(18)

(19)

The total unabsorbed flux after the third reflection is

n n

{p_ (i- 7. fi) + 7
i=0 i=0

Pi fi} _ Polo (20)

or it is

p2 Polo

After n reflections the flux incident on the ith area is

_i = fi Polo + fi P_ Polo + fi p 2 Polo + fi p 3 Po_ + ---

= fi Polo (i + _ + _ 2 + _ 3 +...+ Ten-l)

(21)

(22)

If the sphere is perfectly reflecting, the number

reflections approaches infinity and the sum becomes
infinite sum, so

m m

¢i = fi Po¢o (i + p_ + p 2 + p 3 + ...)

= fi Po¢o/(l-p_)

of

an

(23)
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If the ith area is the emergent port, the total

throughput of the sphere is the ratio of the emergent flux to

the incident flux, so

n
•r = _% . /,k _ = 4:__ ,.,, I I1 ,-,
" "rill, T U --ILL r'U' l_- _Oi (24)

where, fm, is the fractional area of the emergent (detector)

port.

For a general ith elemental area this same ratio is
defined as the fraction of incident radiance on that area or

Fi = _i/#o = fi Po/(l-_)
(25)

It is this equation that will be applied to the three

different measurements to be performed in this experiment.
More detailed theory is given in the references.

B. Uniform Irradiation of Sample (Substitution Method)

In order to measure p(2n, 2_ ) the radiation must be

incident upon the wall of the integrating sphere so that no
first strike scattered radiation can reach the detector. In

this case po=p_ and the emergent flux is

_w '- _" (26)

This irradiation technique is shown in Figure 6. The sphere

used in our experiment has three ports or elemental areas;

entrance of fractional area, fe, emergent of fractional area,

fm, and sample of fractional area, fs" Then equation (26)
becomes

_m = fm P_ _ol{l-p_ (l-fe-fm-f s) - Ps fs }
(27)

A knowledge of p_ is required and can be determined by using

(I) the diffuse gold sample and (2) no sample in the sample

port, so the reflectances of the two samples are ps=Pmand

ps=0, respectively. In the two cases #m becomes

and

_m_ = fm Pm_o/{l-pm(l-fe-fm)} (28)

_m o = fm P_ #o/{l-p_(l-fe-fm-fs)}
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Let

and

u I = (i - fe - fm) (30)

u2 = (i - fe - fm - fs) (31)

so

Cmm = fm Pm _o/(l-pm el)
(32)

and

_m o = fm P_ _o/(l-Pe u2) (33)

The signals are porportional to

S_ = K _m_ (34)
and

So = K _m ° (35)

and on multiplying equations (32) and (33) by K and solving

for K fm P_ _o , then

Sm_ (i - p_ Ul) = Sm o (i - p_ u2) (36)

Let

Then

8 = Sm_/Smo (37)

PoJ = (8-1)/(8 Ul-_2) (38)

If the reflectance of the integrating sphere is

accurately measured, the reflectance of samples may be measured.

Again the wall of the integrating sphere is irradiated, so the

sample is uniformly irradiated and the measurements of signal

are made with and without the sample, so the emergent fluxes

are with the sample

_m s = fm P_ #o/{i - P_ (i - fe-fm-fs) - Ps fs }

= fm P_ _o/{i - p_ e2 - Ps fs} (39)

and without a sample

_mo = fm P_ $o/{l-p_(l-fe-fm-fs)}

= fm Pm #o/{i - pm u2}
(40)
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Let the ratio of the signals be

8 = Sms/Smo

then similar to the above case

(l-p_ u 2)
= (i - 4)Ps

fs

(41)

(42)

C. Normal Irradiance of the Sample

In this type of irraaiance either substitution of

• samples, a dual beam, or Edward's method may be used. These

three techniques are seen in Figures 2,3, and 4.

In the substitution method the incident, nearly parallel

beam of laser radiation is incident normally on the sample.

The diffuse gold sample and target sample are alternately

irradiated in the port and the output fluxes are

@m = fmP0_@O/{ l-p,_ (l-fe-f m) } = fmP,.__¢o/{I-P,.__!}
""tU

(43)

and

_ms = fmPs_o/{l-pm(l-fe-fm-fs)-Psfs}=fmPs_o/(l-p_e2-Psfs ) (44)

The signals are K #m_ and K #ms,
K fm _o one has

solving both equations for

Sm_ Sm s

P_ (i - p_ Ul) - Ps
(i- p_ _2- fs Ps) (45)

Let

then

B = Sm_/Sms
(46)

Ps(2_) = pw (l-p_ el)/B(I-P_ _2) (47)
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In the dual beam method the incident beam is split into
two beams by a beam splitter and mirrors. One beam strikes

the sample normally and is called the sample beam. The other

strikes the sphere wall adjacent to the sample, so the angle
of incident is small. This is called the reference beam. In

the infrared using different polarizations of the incident

beam the intensities will vary and must be measured before

irradiating the sample or sphere. One beam and then the other

is covered and the signal measured. This experimental

arrangement is seen in Figure 3. The emergent flux for the
irradiated wall is

#m_ = fm P_ _o/{l-p_(l-fe-fm-fs)-Psfs }

= fm P_ #_o/{l-P_e2-Psfs) (48)

and when the sample is irradiated, it is

_m s = fm ns CSo/{l-p_e2-Psfs} (49)

Let

then

7 = _o/_So and 6 = Sm_/Sms
(50)

Ps(2_) = P_ 7/6 (51)

The method yields a simple equation for ps(2_) but the

experiment method is difficult because of the inability to
properly monitor the initial fluxes.

In the Edward's method the directional-hemispherical
reflectance can be measured using a single incident beam of a

given polarization. The sample is mounted on a diffuse gold
coated sample holder having the same reflectance as the wall.

The sample holder is inserted into the center of the sphere on

a graduated, rotatable table through the 90 ° port. This
arrangement is seen in Figure 4. The reflectance of the

diffuse gold coated sphere wall is measured for the appropriate
CO_ polarized radiation, so p_ is well known. This is also the

reflectance of the back side of the sample holder. The sample
holder itself protects the detector from direct and first

strike radiation as long as the angle of incidence is not too

large (<60 o or 70 ° ). The detector is placed at the original
sample port.
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In this experiment the sample is irradiated by C02 laser
radiation of a known wavelength and polarization in a near

parallel beam with an angle of incidence 8i and _i=0 ° . The
signal is measured as Sms . The sample is rotated in one

direction through 180 _ and the signal from gold is measured

Sm_ . Using equation (51) ¥=i , so

Ps = P_/8 (52)

where 8=Sm_/Sms and reflectances at many angles of incidence
can be measured from normal to <60 ° or 70 ".
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EXPERIMENTAL PROCEDURE

In this experiment a grating tuned 7.5 W CO2 laser was
tuned to the P(24) and p(20) 10 pm lines and the R(20), R(26)

and P(20) 9pm lines. These wavelength settings were verified

using a C02 laser spectrum analyzer. A 50/50 beamsplitter

intercepted the beam, so a portion was sent to the integrating

sphere and the remainder to the spectrum analyzer or to a

monitoring detector. After the line was located, the detector

was placed between the beamsplitters and spectrum analyzer to

monitor the consistency of the laser intensity.

The reflected light from the beamsplitter was reflected

into the sphere by a mirror. The initial signal was detected

using a Laser Precision power meter whose analogue output was

measured on a Fluke digital voltmeter. The signal was in the
milliwatt level and it was required to read it to the nearest

microwatt. The Laser Precision meter had drift at this level,

so a more elaborate lock-in amplifier must be used in the
final analysis.

The only method used this year was the substitution

method, for the sphere was not modified to perform

direct ional-hemispher ical reflectance measurements by the
Edward's method. The integrating sphere had to be used in an

unusual manner to perform substitution measurement, for there

was no baffle to protect the detector. These techniques

reduced our signal levels and it could never be certain that
some first strike radiation did not reach the detector. The

iris diaphragm holder might reflect 3% of the first strike

light into the detector. As a typical example, a 3% change in

signal levels due to aperture scattering can lead to

approximately a 1 to 1.5% reduction in reflectance.

The throughput of the integrating sphere is given by

equation (24). For our 10" sphere with 2.75" diameter

entrance and exit ports, a 1.445" sample port, and a 1 cm 2

detector element placed on the surface of the sphere, the

throughput was 0.5% for a sphere reflectance, pe = 90%. This

means for a 1W input signal a 5 mW output signal is measured.

All samples have flat faces in the place of faces with
the curvature of the sphere. This leads to an error

e _ r_/4D 2 = 0.0052 z 0.5%

This error is negligible compared to other
errors.

experimental

II-14



DATA AND RESULTS

The detector in an integrating sphere should be protected
from incident and first strike radiation be baffle. In our

sphere the ba_1_ was in the center cf the sphere betwccn thc

incident and sample ports, so that sample could not be

directly irradiated. The 3" baffle should instead be located

as shown in Figure 7. A smaller diameter baffle could be

placed nearer the detector.

Figure 5 and 6 show the illumination techniques required

for uniform irradiation and normal irradiation of the sample

when there is no baffle. The laser beam is nearly a parallel

incident beam. If a baffle is present, the sphere wall is

irradiated adjacent to the sample (Figure i). In our case

light entered the 90 ° port and struck the wall adjacent to the

detector. In order to avoid scattered light, the detector must

be moved away from the port. In our case the detector element
was moved back 1-3/4" from the sphere wall outside the port.

This situation is shown in Figure 5, except the detector was

placed outside the iris shutter holder. In Figure 6 it is

obvious that the detector must be placed at least 3" from the

sphere surface. The detector position shown in the figure is
2" and first strike light still enters the detector. It is

obvious that a proper baffle must incorporated in the sphere

and this will greatly enhance signal levels, for then the

If a baffle is added to the sphere to shield the detector

from incident and first strike reflected light in

bihemispherical and Edward's method measurements, this will

enhance the measured signal for the detector can be mounted at

the sphere surface. An indication of the improvement is found

by using a scale drawing of the sphere without the baffle. In

bihemispherical measurements the detector is located so it

can view only 53% of the sphere area and in normal incidence

measurements only 21% of the sphere surface area can be viewed

by the detector. With a baffle or by using the Edward's

method radiation from nearly the entire sphere area can be

viewed. As a result, the use of a baffle and of Edward's

method is mandatory for improved signal levels.
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Figure 5. Uniform irradiation problem

\

I

Figure 6. Direct irradiation problem
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Table 1 gives the results of the bihemispherlcal

reflectance measured for the diffuse gold sample, 5-10 grit

sandblasted AI, 120 grade aluminum oxide sandpaper, and

flowers of sulfur. There probably is some first strike light

entering the detector from the iris shutter and this could
lead to reflectances 1 to 1.5% too low. The results obtained

for gold, aluminum, and sulfur are satisfactory within an
allowable amour of error. These reflectances were measured by

the substitution technique with measurements taken with and

without the sample. The gold sample was supplied by the

manufacturer of the sphere and had the same reflectance as the
walls.

The reflectance of the sandpaper is so small that

accuracy could not be obtained with the Laser Precision

detector, signals must be measured to the nearest microwatt

for milliwatt signal levels. A different detection technique

must be employed for low reflectance samples. The Laser

Precision probe (RKP-360) is used in their most sensitive

detectors and if it is combined with a chopper and PAR lock-in

amplifier, signals of this order might be measured.

It should be noted that the Eppley thermopile and the

room temperature HgCdTe detector are not the answer to the

problem. These detector and many others have effective

surface areas of Icm 2 , so irradiance can be directly

measured. Using the CO 2 laser, the greatest input into the

integrating sphere at 10.6 _m is ~ 2.5W and at 9.2 _m it is

~ 1.5W. If the sphere is modified by the use of a detector

baffle or the Edward's method, the detector signals would be

~13mW and ~ 7.8mW, respectively. This is based on the

throughput calculation for a 1 cm 2 surface mounted detector.

The sensitivity of the thermopile is 0.0965 volts_watt cm 2.
For the 1 cm - thermopile the signal levels would be ~ 1.25

millvolts and ~ 0.75 millvolts, respectively. In order to
evaluate surfaces with low reflectance, the signal must be
measured to the nearest microvolt.

A similar problem arises for the HgCdTe detector for its

responsivity is 1 to i0 millivolts/watt and signals would

range from ~130 to 13 microvolts and ~ 78 to 7.8 microvolts,

respectively. The amplified signal from a pyroelectric

detector has the greatest potential.
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Table i. Reflectance of diffuse gold, sandblasted aluminum,

120 grade aluminum oxide sandpaper, and flowers of
• sulfur

C02
Line

P(24)

i0. 632 _m

Material Polarization

Horizontal Vertical Circular

% % %

Au 92.03 + 0.31 92.40 ! 0.36 92.28 + 0.41

Combined 92.24 _ 0.39

S 66.16 + 0.69 68.22 + 0.98 67.62 + 0.87

Combined 67.33 + 1.21

A1 72.36 + 1.87 74.59 +.1.94 72.36 + 1.96

Combined 73.11 + 2.14

Sandpaper 7.54 + 1.43 8.20 + 1.95
Combined 7.68 + 1.72

7.29 + 1.69

P(20)

10.591 _m

Au 92.05 + 0.47 92.29 + 0.38 92.17 + 0.48

Combined 92.17 + 0.45

S 67.30 :_ 5.18 71.20 __+2.15 69.82 + 0.77

Combined 69_44 + 3.60

A1 72.22 + 1.92 73.48 + 0.90 72.99 + 2.71
Combined 72.89 + 1.49

Sandpaper 9.28 ± 2.60 7.78 ± 1.23
Combined 8.36 + 2.34

8.01 + 2.71

R(20)

9.271 _m

Au 89.88 + 0.61 89.90 + 0.71 89.87 + 0.70

Combined 89.87 + 0.68

S 70.41 + 8.66 69.91 + 6.48 63.82 + 8.78
Combined 68.05 + 8.47

A1 72.30-4- 2.47 73.62 _+ 2.44 73.35 + 2.61
Combined 73.09 + 2.53

Sandpaper 6.41 + 2.67 6.80 ± 2.00
Combined 6.62 + 2.17

6.64 + 1.84

R(26)

9.239 _m
Au 89.32 + 0.94 90.29 + 0.87 90.00 + 0.85

Combined 89.87 _+-- 0.96

S 69.10 4- 3.57 70.55 + 4.02 66.07 + 2.99

Combined 68.58 + 3.97

A1 71.73 .4-3.65 74.39 + 2.49 73.22 + 5.16

Combined 73.12 + 4.01
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Table I.

Sandpaper 6.92 + 3.04 7.98 _+ 3.07

Combined 7.96 .%+3.02

8.99 + 2.72

The noise level of the Laser Precision detector was

checked by blocking the detector and zeroing the analogue

output. The instrument was zeroed four times while the output

was randomly sampled 165 times. At the analogue output a

mlcrowatt signal corresponds to measuring a tenth of a

millivolt signal. The average of the 165 readings was 0.00008

+ 0.00018 volt or the signal varied by 0.2 millivolts. This
corresponds to power variation of Z 2 microwatts. The extreme

effects of this variation on a typical signal is shown in
Table 2.

Table 2. Maximum deviation in a typical reading produced by ±

2 microwatt detector signal variation

Line Material Typical
reflectance %

Deviation produced

by detector variation

P(24)

P(20)

R(20)

R(26)

Au 92.03 ± 1.02

S 67.72 ± 0.91

A1 74.28 ± 0.96

Sandpaper 7.06 _ 1.04

Au 92.07 _ 0.80

S 69.71 ± 0.84

A1 73.22 ± 0.80

Sandpaper 7.93 ± 0.93

Au 91.13 ± 2.50

S 67.12 ± 2.45

A1 72.88 ± 2.57

Sandpaper 7.80 ± 2.83

Au 89.66 ! 2.96

S 68.35 ± 1.84

A1 77.29 ± 2.57

Sandpaper 8.57 i 2.85

The signals in Table 1 are the average of twenty

measurements and some of this detector variation is averaged

out, but from Table 2 if is evident that the detection system

is the main contributor to the uncertainty in the measurement.

This becomes extremely important for the measurement of 9 _m

lines which are half the intensity of the 10 _m lines.
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The reflectance of flowers of sulfur can be compared with
other experiments. Kronstein and Kraushaar measured it as

92% and 86%, Blevin and Brown as 60 % and 63% and Kavaya
and coworkers measured it as 66% in both the 9.2 and 10.6 _m

Kavaya. All of these measurments used incoherent black body
sources and an integrating sphere. This is the first coherent

source measurment, except for the fr measurement of Post.

The sulfur target was made by filling a cavity in a
sample holder with a slurry of flowers of sulfur and acetone.

The surface was made level by carefully drawing a slide across

the surface. It appeared that the surface was level, but it

had small ripples when hand drawn. The other samples were
machined surfaces or modified machined surfaces. In the

measurements of sulfur in Table I, the sample was placed in
the sphere in a random manner. In order to check the effects

of surface texture it was placed in the sphere at two
orientations at 90 ° to each other. Results for the P(24) line

are given in Table 3 and the effect of sample orientation
appears very small.

Table 3. The effects of sample orientation on the reflectance
of sulfur

Line Polarization Position 1 Position 2

P(24) Vertical 67.04 + 1.99 66.54 + 1.75

Horizontal 66.90 _ 0.94 66.43 + 1.57

Circular 67.40 ± 1.90 67.13 _ 2.17

Combined 67.11 ± 1.66 Combined 66.70 _ 1.84

The reflectance was remeasured for the P(24) and P(20),

10.5 _m lines, and the R(20), 9.2 _n line. The sample was

inserted in position 1 in order to note any difference between

a fixed sample position versus random positions. The results
are seen in Table 4.
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Table 4 Sulfur reflectance for three lines for fixed and

random sample orientations

Line Position Polarization

Horizontal Vertical

% % %
Circular

P(24) 1 66.90 + 0.94 67.04 + 1.99 67.40 + 1.90

Random 66.16 + 0.69 68.22 + 0.98 67.62 + 0.87

Position 1 combined 67.11 + 1.66

Random combined 67.33 + 1.21

P(20) 1 70.33 + 1.03 71.27 + 1.57 69.89 + 1.72

Random 67.30 + 5.18 71.20 + 2.15 69.82 + 0.77

Position 1 combined 70.50 + 1.56

Random combined 69.44 + 3.60

R(20) 1 69157 + 2.80 68.67 + 2.95 66.62 + 2.37

Random 70.41 ± 8.66 69.91 ± 6.48 63.82 ± 8.78

Position 1 combined 68.29 + 2.95

Random combined 68.05 ± 8.47

The main conclusion that can be reached is that by

positioning the sulfur sample in the same position the results

are more consistent. Each individual entry in the table is

the average of twenty readings and the combined data of sixty

readings. The deviation is larger for random orientation, in

general, but the combined average results have the same average.

It should be noted these are uniform irradiation

measurements where the incident radiation is scatttered from

the diffuse reflecting gold walls before striking the target.

In these type of measurements the effects of polarization
should be lost. The effects of coherent laser radiation

should also not be apparent in the bihemispherical

measurements, for phase information is also lost. The effects

of polarization and coherence should become apparent in

directional-hemispherical measurements.
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Post and coworkers have measured the bidirectional

reflectance distribution function fr for sulfur and 120 grade

aluminum oxide sandpaper at the angles 8i= 45",_i=0°,0r= -45",

and _r =0° at 10.6 _ m using a coherent lidar and hard

scattering targets. Their values were fr(suifur )=frs = 1.8

x ._-i+ 25% sr-i and fr (sandpaper) = fr-_ = 1.5 x I0-+25%
sr- . Equation (6) relates the bidirectional reflectance

distribution function and the direct ional-hemispher ical

reflectance of a surface. Using their data, the directional-

hemisphere reflectances are p sulfur (45_ 0_; 2 7) = 0.80 -+25%

and p sandpaper (45,0,2 _ ) = 0.067-+ 25%. In this study the

bihemispherical reflectance was measured, but there is close

agreement between values. In our experiment p sulfur (2_,2_)

=0.705 -+0.016 and p sandpaper (2 n ,2 7) = 0.084 -+ 0.023. It

must be mentioned that equation (6) holds only for a perfect
diffuse scatter. (Lambertian surface) and neither sulfur or

sandpaper meet this criterian.

For aluminum and sandpaper the samples were directly

illuminated and these signals compared to directly illunimated

gold. These measurements yield the normal incident

directional- hemispherical reflectance, p (2 n ). These results
are shown in Table 5. These measurements for aluminum

compared closely with our D(2 7, 2 _ ) measurements. They are

all slightly lower than the bihemispherical reflectance

measurements. One could not detect any meaningful difference

in reflectance with polarization. The deviation in the

sandpaper measurements were much less than for the

bihemispherical reflectance measurements. Again, no
conclusion can be reached about a difference in reflectance

with polarization of the incident light. The P(20) 9.567 _m

line was also measured and the reflectance for sandpaper is
lower for this line than for the P(24) and P(20) 10.6_m lines

and the R(20) 9.2 _m line. Only by measuring the reflectance
of a few more lines between 10.6 and 9.2 _m will resolve this

problem. It should also be noted that deviations for the low

reflecting sandpaper is much smaller in the directional-

hemispherical measurements than in bihemispherical measurements_

The same detection equipment is used in both experiments. It

appears that the uniform illumination measurements are

inherently more noisy than the direct illumination

measurements, though the measured signal level is greater in

uniform illumination. This is an unsolved problem.
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Table . Normal incident directional-hemispherical

reflectance, p (2 z ), of aluminum and 120 grade

aluminum oxide sandpaper.

CO 2
Line

Material Polarization

Horizontal Vertical Circular

% % %

P(24)

I0. 632 _m

A1 68.95 + 0.43 69.1] + 0.30 68.96 + 0.39

Combined 69.01 + 0.38

Sandpaper 5.03 + 0.18 5.24 _+ 0.06 5.20 + 0.09
Combined 5.24 + 0.06

P(20)

i0. 591 _m

A1 71.28 + 0.50 71.53 ± 0.51 71.06 _+ 0.44
Combined 71.31 + 0.52

Sandpaper 5.16 _%+0.08 5.73 _+ 0.06 5.33 _+ 0.08

Combined 5.41 ± 0.25

P(20)

9. 567 _m

A1 67.89 + 0.27 68.08 + 0.47 68.00 + 0.93
Combined 67.99 + 0.62

Sandpaper 4.24 + 0.08 4.22 _+ 0.06 4.22 ± 0.15

Combined 4.22 + 0.I0

R(20) A1

9.271 _m
68.44 _ 0.45 68.36 ! 0.33 68.20 ± 0.37

Combined 68.33 ! 0.39

Sandpaper 5.35 _ 0.13 5.36 i 0.12 5.38 ± 0.15
Combined 5.36 ! 0.13
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In table 6 the reflectance of the gold coating are

compared. It appears that the reflectance decreases from the

10.6 to the 9.2 _m regions. One would expect a near uniform

reflectance and this problem must be re-examimed with the
_A.3.' J:." --._ ....

_u,._u- ,i..i._:_ a.1-,i_,aL atu-_.

Table 6. Summary of diffuse gold wall coating reflectance.

C02 Polar izati on
Line Horizontal Vertical C ir cular

% % %

P(24)

10.632 _m

P(20)

10.591 _m

92.03 ± 0.31 92.40 _ 0.36

Combined 92.24 Z 0.39

92.05 _ 0.47 92.29 _ 0.38

Combined 92.17 i 0.45

92.28 + 0.41

92.17 +_ 0.48

P(20) 90.44 + 1.15 90.79 + 0.92 89.85 + 0.70

9.567 _m Combined 90.35 + 1.12

89.88 + 0.61 89.90 + 0.71

Combined 89.87 + 0.68

89.32 + 0.94 90.29 + 0.87

Combined 89.87 + 0.96

R(20)

9.271 um

R(26)

89.87 + 0.70

90.00 + 0.85

Figure 8 shows that the sample can only be irradiated

through very small angles. If extensive and meaningful

directional-hemispherical reflectance are to be measured, the

Edward's technique must be used. This method was described

earlier and is shown in Figure 4. The sphere will

require extensive modification to mount the rotatable table on

the 90 ° port. This modification must also be removeable, so
the substitution method can be used to measure the

bihemispherical reflectance and the wall reflectance. The

rotatable mount must have a very small reflectivity in the

port region, so the p of the port area may be taken as zero.

The sample holder components which are placed inside the

sphere must be sent to the sphere manufacturer to be coated

with a diffuse gold coating like the sphere wall.

The dual beam technique would pose problems in the

infrared because of the multiple reflections and the various

polarization of the radiation. The losses would be large, the

two beams would be of different intensity and an accurate

detector would have the monitor both beams to measure _.

II-25



CONCLUSIONS AND RECOMMENDATIONS

The conclusions are that both bihemispherical and
directional-hemispherical reflectance can be measured versus

polarization for CO 2 laser lines. Bihemispherical
measurements were performed on three samples and a diffuse

gold coated sample with a coating similar to the sphere to

measure P_. Even though an unusual geometry was required
since the cell had no baffle, satisfactory results were

obtained for all specimens with high reflectance. This

geometry resulted in a serious loss of intensity and a small
amount of first strike light may have entered the detector so

the readings may be 1 to 1.5% too low. In order to measure

low reflectance, which is represented by sandpaper, the signal

must be measured accurately to the mlcrowatt level for signal
in the milliwatt range. Thus, improved detection techniques
must be found. A few normal incident directional-

hemispherical measurements have been made for aluminum and
sandpaper.

Several recommendations are made and are the following:
(i) the placement of a baffle in the sphere to shade the

detector from first strike light; (2) improve the detection

techniques by the use of a modified Laser Precision probe

detector, chopper, and PAR lock-in amplifier or the use of

heterodyne detection techniques, (3) the mounting of the

detector in the port at the region on the sphere wall to

reduce signal loss; (4) the modification of the integrating
sphere so the sample can be mounted at the sphere center on a

diffuse gold coated mount which is attached to graduated,

rotatable table and the system is installed through the 90 °

port; (5) improved cooling of the CO2 laser to improve

intensity stabilization; and (6) the purchase of additional

diffuse gold coated samples with a gold coating like the

sphere for they are used extensively and may become damaged in
time.

After these modification are complete the following
experiments are suggested; (i) gold wall coating reflectance

should be measured from 10.6 _m to 9.2 Bm at six CO2 lines to

ascertain if the reflectance actually decreases; (2) the

number of samples under study should be increased and might

include plasma deposited surface, black glass bead targets,
liquid steel and aluminum surfaces, etc; (3) the
bihemispherical reflectance should be measured for these

samples; and (4) the directional-hemispherical reflectance

shoud be measured for the samples at several incident angles
between 0°and 60 ° or 70 °.
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OF IMMISCIBLEGOLD-RHODIUMALLOYS
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ABSTRACT

Under normal one-g conditions immiscible alloys segregate

extensively during solidification due to sedementation of the more dense

of the immiscible liquid phases. However, under low-g conditions it

should be possible to form a dispersion of the two immiscible liquids and

maintain this dispersed structure during solidification. Several

investigators have speculated that if these dispersed microstructures can

be obtained in immiscible systems, extremcly desirable material

characteristics may result. Examples include superconductivity, fine

particle permanent magnets, catalysis and high performance electrical

contacts. In this project, immiscible (hypermonotectic) gold-rhodium

alloys were processed in the Mar_hall Space W]ight Center 105 meter drop

tube in order to investigate the influence of low gravity, containerless

solidification on their microstructure. Hypermonotectic alloys composed

of 65 atomic % rhodium exhibited a tendency ±'or the gold rich liquid to

wet the outer surface of the containerless processed samples. This

tendency led to extensive segregation in several cases. However, well

dispersed microstructures consisting of 2 to 3 P m diameter rhodium-rich

spheres in a gold-rich matrix were produced in 23.4 atomic % rhodium

alloys. This is one of the best dispersions obtained in research on

immiscible alloy-systems to date.
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Magnification 200x.

A drop tube processed, 65 atomic

percent rhodium sample. Note

similarity to the sample shown in

Figure 5- Magnification 34x.

Cross-section of a typical 65 atomic

percent rhodium sample processed

under low-g containerless conditions

in the MSFC 105 meter drop tube.

Note absence of a gold-rich rim on

this sample. Magnification 34x.

Higher magnification view of the

edge of the 65 atomic percent

rhodium sample shown in Figure 8.

Magnification 200x.
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Figure I0

Figure 11

Figure 12

Cross-section of a 23.4 atomic
percent rhodium, Iow-g processed
sample showing a coarse dispersion
of rhodium rich spheres in a gold
rich matrix. Magnification 37x.

Higher magnification view of a
cluster of rhodium rich spheres in
the sample shownin Figure 10. Note
lack of coalescence. Magnification
600x.

A fine, dispersed microstructure
obtained in a 23.4 atomic percent
rhodium sample processed under low-g
containerless conditions. The
diameter of the rhodium-rich
particles is 2 to 3 micrometers.
Magnifications 6OOx.
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OBJECTIVE

The objective of this study was to obtain a better understanding of

segregation in containerlessly processed immiscible samples solidified

under low gravity conditions. In particular, it was desirable to study

segregation in immiscible systems caused by surface tension driven flows

which occur due to wetting.

The goal of the project was the production of a finely divided

dispersed microstructure through processing under low gravity conditions.
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INTRODUCTION

There has been considerable interest in immiscible alloys over the

past decade because of new capabilities for low gravity processing. In

these alloys, drastic differences in structure are possible between low-g

processed samples and samples processed under normal one-g conditions.

When solidified under one-g conditions, segregated structures are

obtained in immiscible alloys due to sedimentation of the more dense of

the two liquid phases. Since these highly segregated structures are of

little use, there has not been a great deal of interest in most immiscible

alloy systems. However, if these alloys are processed under low gravity

conditions, the driving force for sedimentation is removed. Under these

conditions it should be possible to form a dispersion of the two liquids

during cooling and maintain this dispersed structure during
solidification.

Several studies have indicated that very usefull properties may be

obtained in immiscible alloy systems if a fine dispersion of the phases

can be maintained (1,2). There are possibilities of producing

superconducting materials, fine particle magnetic materials, catalysis,

and high performance electrical contact materials.

Work has been carried out by several other investigators on

processing immiscible alloys under low gravity conditions in attempts to

produce dispersed microstructures (3-5). However, most of these

investigations resulted in segregated microstructures. This appeared to

be primarily due to a surface tension induced flow that results when one

of the liquid phases preferentially wets the walls of the container. It

has been postulated that when the minority liquid phase wets the container

wall, flow is induced that pulls additional minority liquid to the wall

where it eventually forms a film. The result is a segregated sample

composed of the minority liquid at the outer surface, surrounding the

majority liquid in the central region.

It should be possible to avoid this difficulty if a crucible

material is selected that is wet by the dominant phase as opposed to the

minority liquid phase. This was actually demonstrated by Potard when he

changed the crucible in his experiments from A1203 to SiC for tests done
in orbit and obtained a fairly well dispersed microstructure (6)

In the experiments discussed in this report, crucible interactions

were avoided since samples were processed in a drop tube using

containerless conditions. However, there is still the possibility that

one of the liquid phases may wet the outer surface of thc _ample. If this

is the minority phase, segregation may still be the end result. _f

segregation occurs under these conditions it may be necessary to change

the alloy composition such that the phase that wets the outer surface is

the dominant phase.
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EXPERIMENTALPROCEDURE

In this work, two alloy compositions in the immiscible gold-rhodium
alloy system were investigated, m, phase == _^_ +_ ._1_-_a_,,m

system is shown in Figure I (7).
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$igure i. Phase diagram for the gold-rhodium alloy

system. (from reference 7)

The gold-rhodium system was selected for this study for several reasons.

First, the high monotectic temperature made it easy to track the droplets

during free fall using silicon infrared detectors located in the drop

tube. Second, the oxidation resistance of both components of this alloy

helped ensure that the results obtained were not masked by the formation

of surface oxides during processing. And third, the color difference

between the two immiscible phases (one is gold colored, the other is

silvery) made it easy to distinguish the phases when examining the

microsturcture. As an additional benefit, this alloy may have a

practical application as a high performance electrical contact material

(I).

As mentioned above, alloys of two compositions were investigated in

this study. The first alloys were slightly hypermonotectic with the

composition being selected to produce 10% by volume of the gold-rich

immiscible liquid phase (with 90% by volume of the rhodium rich liquid)

just above the monotectic temperature. This alloy contained 65 atomic

percent rhodium. Since there was interest in studying segregation due to
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wetting tendencies of the minority and majority liquids, another alloy was

produced in which 90% by volume was composed of the gold-rich liquid phase

(with 10% by volume of the rhodium rich liquid). This alloy contained

23.4 atomic percent rhodium.

The samples investigated were produced by melting and alloying the

pure components in a small, copper hearth, arc furnace under an argon

atmosphere. A tungsten electrode was used to melt the components. Sample

masses were varied from approximately 150 to 3OOmg. The pure components

were cleaned before melting by immersion in concentrated hydrofluoric acid

for one minute, followed by rinsing in distilled water and storage in

ethyl alcohol.

Once alloyed, samples were processed in the Marshall Space Flight

Center 105 meter drop tube. The drop tube is a 10" diameter stainless

steel tube, 105 meters in length that is held in a vertical orientation in

the Dynamic Test Facility Building at the MSFC. Vacuum pumps are

positioned along the tube permitting evacuation to the 10 -6 Torr range. A

schematic of the drop tube is shown in Figure 2.

sml

s o_rlc_l I

• m.,_ VALVl r" Bll

r

J o_raa r_ s_lnlm

immrrm

--aem

_ Umln

_e_ umllm
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--n e_lm

--,e *Ulln

Figure 2. Schematic diagram of the Marshall Space Flight

Center 105 meter drop tube. (Courtesy Mr. Mike

Robinson).
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A sample can be levitated and melted using an electromagnetic
levitator furnace located at the top of the drop tube. Once the sample
has reached the desired temperature, power to the levitator coil is
removedand the sample is permitted to fall downthe tube. Solidification
takes place during free fall which provides low gravity containerless
processing conditions.

There are several limitations to the use of a drop tube. Oneof the
most severe is that free fall is limited to 4.6 seconds for a 105 meter
tube. As a result, it is necessary to use small samples and to process
alloys that possess fairly high melting points so that high rates of heat
loss from radiative cooling are achieved. In the case of alloys with long
freezing ranges, as in most immiscible alloys, the cooling rate in the
tube can be increased by partially back filling with an inert gas in order
to provide additional cooling due to convection. This does compromise the
quality of the low gravity conditions somewhat. However, this approach
was utilized in this study, apparently with no adverse effects.

In order to permit more rapid processing and to help stabilize the
samples in the levitator coil, the samples were supported on O.O10inch
diameter tungsten wires that were attached to a carrousel. This allowed
several samples to be placed in the tube at one time. After processing
one sample, the next would be brought into position through use of a
mechanical feed-through into the chamber. The tungsten wires gave an
added benefit as well. Gold-rhodium alloys have exhibited a tendency to
fall from the levitator coil due to a lack of levitating force at elevated
temperatures. Whenthe sample is suspendedfrom a wire, it experiences an
additional force due to surface tension that helps hold the sample in the
coil_ This allows the samples to reach a higher temperature before
falling and better insures a homogeneoussample when it drops.
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RESULTS AND DISCUSSION 

The 65 atomic p e r c e n t  rhodium sample shown i n  F igure  3 is  t y p i c a l  of  
t h e  samples  a f t e r  a l l o y i n g  i n  t h e  a r c  me l t e r .  These samples  s o l i d i f i e d  
under  one-g cond i t ions  and as a r e s u l t  experienced sed imenta t ion  of  t h e  
more d e n s e ,  g o l d - r i c h  l i q u i d .  F i g u r e  4 shows a n  a r c  m e l t e d  and one-g  
s o l i d i f i e d ,  65 a t o m i c  p e r c e n t  rhod ium s a m p l e  a f t e r  s e c t i o n i n g .  Aga in ,  
s e d i m e n t a t i o n  o f  t h e  g o l d - r i c h  l i q u i d  i s  a p p a r e n t .  The rhodium r i c h  
r eg ion  i n  the upper p o r t i o n  o f  t h i s  sample i s  of monotec t ic  composition. 
The b l a c k  a r e a s  a r e  p o r e s  t h a t  a p p a r e n t l y  r e s u l t  f rom s o l d i f i c a t i o n  
sh r inkage .  

Figure 3 .  A t y p i c a l  65 atomic pe rcen t  rhodium sample 
a f t e r  a l l o y i n g  i n  t h e  a rc  melter under  one- 
g c o n d i t i o n s .  Magn i f i ca t ion  l o x .  
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F i g u r e  4. A s e c t i o n  through a t y p i c a l  65 atomic p e r c e n t  
rhodium sample processed i n  a n  a r c  melter under 
one-g c o n d i t i o n s .  Note sed imen ta t ion .  
Magni f ica t  ion 6Ox.  

When t h e s e  s a m p l e s  a r e  p r o c e s s e d  a t  t h e  d r o p  t u b e  and  s o l i d i f i e d  
under  low g r a v i t y  c o n d i t i o n s  a d i f f e r e n t  s t r u c t u r e  i s  obta ined .  The first 
n o t i c a b l e  d i f f e r e n c e  i s  t h a t  t h e  t y p i c a l  sample has  a g o l d  c o l o r e d  o u t e r  
s u r f a c e .  S ince  t h e  rhodium-rich monotectic l i q u i d  h a s  a s i l v e r  c o l o r ,  t h e  
g o l d  c o l o r  o f  t h e  s a m p l e  must  b e  d u e  t o  t h e  p r e s e n c e  o f  t h e  
h y p e r m o n o t e c t i c  g o l d - r i c h  l i q u i d  a t  t h e  s u r f a c e .  A s e c t i o n  t h r o u g h  a 
t y p i c a l  65 atomic pe rcen t  rhodium sample, shown i n  F igu re  5 r e v e a l s  a g o l d  
r i c h  l a y e r  c o m p l e t e l y  sur rounding  t h e  sample  and two r a t h e r  l a r g e  go ld -  
r i c h  r e g i o n s  i n  t h e  c e n t r a l  a r e a  of t h e  s a m p l e .  These  a r e a s  were 
a p p a r e n t l y  g o l d - r i c h  hypermonotectic l i q u i d  t h a t  s o l i d i f i e d  d u r i n g  f r e e  
f a l l .  F i g u r e  6 shows a h i g h e r  m a g n i f i c a t i o n  v i e w  o f  a p o r t i o n  o f  t h e  
g o l d - r i c h  " r i m " .  N o t i c e  t h a t  rhodium d e n d r i t e s  a r e  p re sen t  i n  t h i s  
r e g i o n .  These  d e n d r i t e s  were  e x p e c t e d  t o  fo rm as t h e  g o l d - r i c h  l i q u i d  
c o o l s  f rom t h e  m o n o t e c t i c  t e m p e r a t u r e .  Some g o l d  r i c h  areas  a r e  a l s o  
c o a r s  l e y  d i s p e r s e d  i n  the  rhodium r i c h  "matrix". 
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ORIGlNAL PAGE IS 
OF POOR QUALITY 

Figure 5. A 65 atomic p e r c e n t  rhodium sample a s  processed 
under low-g c o n d i t i o n s  i n  t h e  105 meter d rop  
tube .  Note p re sence  of a gold r i c h  l a y e r  a t  
t h e  o u t e r  s u r f a c e .  Magn i f i ca t ion  34x. 

Figure 6. A p o r t i o n  of t h e  gold r i c h  r im  of t h e  sample 
shown i n  F i g u r e  5. M a g n i f i c a t i o n  200x. 
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This  type  of  s e g r e g a t i o n -  was t y p i c a l  o f  t h e  s t u r c t u r e s  ob ta ined  i n  
t h e  65 a t o m i c  p e r c e n t  rhodium a l l o y s .  A s e c t i o n  o f  a n o t h e r  65 a t o m i c  
p e r c e n t  rhodium sample i s  shown i n  F igure  7. Apparen t ly  t h i s  s e g r e g a t i o n  
occur s  as a r e s u l t  of t h e  go ld - r i ch  immisc ib le  l i q u i d  phase w e t t i n g  t h e  
o u t e r  s u r f a c e  i n  most of  t h e  samples of  t h i s  composition. 

F igu re  7 .  A drop  t u b e  processed,  65 atomic pe rcen t  
rhodium sample. 
sample shown i n  Figure 5. Magn i f i ca t ion  
34x. 

Note s i m i l a r i t y  t o  t h e  

Although t h i s  s eg rega ted  mic ros t ruc tu re  was t y p i c a l  of  t h e  65 a tomic  
p e r c e n t  rhodium s a m p l e s ,  i t  d i d  no t  o c c u r  i n  a l l  c a s e s .  I n  p a r t i c u l a r ,  
two s a m p l e s  of t h i s  c o m p o s i t i o n  d i d  n o t  e x h i b i t  a g o l d  r i c h  r i m  o r  any  
l a r g e  g o l d  r i c h  r eg ions  i n  t h e  c e n t r a l  po r t ions .  A c r o s s  s e c t i o n  of  one 
o f  t h e s e  s a m p l e s  i s  shown i f  F i g u r e  8. C l o s e r  e x a m i n a t i o n  o f  t h e  
m i c r o s t r u c t u r e  (F igure  9)  shows t h a t  t h e  g o l d - r i c h  l i q u i d  i s  d i s t r i b u t e d  
t h r o u g h o u t  t h e  s a m p l e .  I t  a p p e a r s  a s  i f  t h e  g o l d  r i c h  p h a s e  i s  
in t e rconnec ted .  While n o t  r e a d i l y  apparent  i n  t h e  photomicrographs,  t h e r e  
was a n o t i c a b l e  v a r i a t i o n  i n  t h e  volume f r a c t i o n  of t h e  g o l d  r i c h  phase 
f rom a f a i r l y  low v a l u e  n e a r  t h e  c e n t e r  o f  t h e  s a m p l e  t o  a much h i g h e r  
v a l u e  i n  t h e  o u t e r  r e g i o n s .  The r e a s o n s  f o r  t h e  l a c k  o f  e x t e n s i v e  
s e g r e g a t i o n  i n  t h e s e  samples  and the v a r i a t i o n  i n  t h e  volume f r a c t i o n  of 
t h e  g o l d  r i c h  phase i s  c u r r e n t l y  under i n v e s t i g a t i o n .  
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Figure  8 .  Cross-sec t ion  of a t y p i c a l  65 atomic pe rcen t  rhodium 
sample processed under  low-g c o n t a i n e r l e s s  c o n d i t i o n s  
i n  t h e  MSFC 105 meter d rop  tube .  
go ld - r i ch  rim on t h i s  sample. 

Note absence  of a 
Magn i f i ca t ion  34x. 

ORIGtNAL PAGE - IS 
OF P o o R  OUALlb6 

Figure 9 .  Higher m a g n i f i c a t i o n  v i e w  of t h e  edge of t h e  65 atomic 
pe rcen t  rhodium sample shown i n  F i g u r e  8 .  Magni f ica t ion  
20ox. 
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' b  ORIGmAL PAGE is 
p o B R  QUALrn 

While  s e v e r a l  65 atomic percent  rhodium samples  were ob ta ined  t h a t  
d i d  n o t  e x h i b i t  e x t e n s i v e  seg rega t ion ,  t h e  more t y p i c a l  r e s u l t  was a b a d l y  
s e g r e g a t e d  s a m p l e  e x h i b i t i n g  a g o l d  r i c h  l a y e r  a t  t h e  s u r f a c e .  T h i s  
i n d i c a t e d  a tendency f o r  t h e  g o l d  r i c h  l i q u i d  t o  wet t h e  o u t e r  s u r f a c e  of  
t h e  samples ,  a s i t u a t i o n  t h a t  would dec rease  t h e  l i k e l i h o o d  of forming a 

t h i s  problem, a l l o y s  of a d i f f e r e n t  composi t ion were produced i n  which t h e  
g o l d - r i c h  l i q u i d  would make up the  m a j o r i t y  c o n s i t u e n t  a t  t h e  monotec t ic  
t e m p e r a t u r e  and  t h e  rhodium r i c h  l i q u i d  wou ld  be  p r e s e n t  a t  a v o l u m e  
f r a c t i o n  o f  10 p e r c e n t .  T h i s  o c c u r s  f o r  a n  a l l o y  c o m p o s i t i o n  o f  23.4 
a tomic  p e r c e n t  rhodium. 

dic~crcicz xher, g e l d  r i c h  l i n r r i r l  is + f i c - i t v  J n h a 9 0 -  B e r q i j g e  ~f 
I--- 

F i g u r e  10 shows a 23.4 a t o m i c  p e r c e n t  rhodium s a m p l e  t h a t  was 
p r o c e s s e d  u n d e r  low g r a v i t y  c o n d i t i o n s  u s i n g  t h e  d r o p  t u b e  and  t h e n  
s e c t i o n e d  t o  r e v e a l  i t s  s t r u c t u r e .  The c r o s s  s e c t i o n  r e v e a l s t r h o d i u m  r i c h  

appea r s  t o  be a tendency f o r  t h e  rhodium r i c h  sphe res  t o  c l u s t e r  n e a r  t h e  
c e n t e r  of t h e  sample. The dark  a reas  n e a r  t h e  c e n t e r  are pores.  

s p h e r e s  d i s p e r s e d  C h n n r r  u r l L v u g r l v u u  n h r r r r +  8 g o l d  r i c h  m a t r i x .  I n  t h i s  c ~ s e ,  t h e r e  

F igu re  10 .  Cross-sec t ion  of a 2 3 . 4  atomic p e r c e n t  rhodium, 
low-g processed  sample showing a c o a r s e  d i s p e r s i o n  
of rhodium r i c h  spheres  i n  a gold r i c h  ma t r ix .  
Magni f ica t ion  37x. 

There were s e v e r a l  a r e a s  i n  t h i s  sample t h a t  appeared t o  be r a t h e r  
d e v o i d  o f  t h e  rhodium r i c h  phase.  However ,  e x a m i n a t i o n  a t  a h i g h e r  
m a g n i f i c a t i o n  r e v e a l e d  t h a t  s m a l l  rhodium d e n d r i t e s  were p r e s e n t  i n  t h e s e  
r e g i o n s  as a n t i c i p a t e d .  
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ORIGINAL PPCE E 
OF POOR QUALITY 

I n  o the r  a r e a s  i t  appeared as i f  t h e  rhodium-rich sphe res  had come 
i n  c o n t a c t  bu t  d id  n o t  c o a l e s c e ,  a n  example i s  shown i n  F igu re  11 .  These 
p a r t i c l e s  were most l i k e l y  s o l i d  when they  met. I n  t h i s  system t h e r e  is  a 
r a t h e r  e x t e n s i v e  t e m p e r a t u r e  r e g i o n  o v e r  wh ich  t h e  s o l i d  r h o d i u m - r i c h  
p a r t i c l e s  would be p r e s e n t  i n  t h e  mol t e n  g o l d - r i c h  l i q u i d  phase. 

F igu re  11. Higher m a g n i f i c a t i o n  view of a c l u s t e r  of 
rhodium r i c h  sphe res  i n  t h e  sample shown i n  
F igu re  10 .  Note l a c k  of coa le scence .  
Magnif i ca t  ion  60Ox. 

While t h e  m i c r o s t r u c t u r e  i n  t h i s  sample i s  r a t h e r  coa r se ,  t h e  sample 
d o e s  d e f i n i t e l y  e x h i b i t  a d i s p e r s i o n  o f  one o f  t h e  i m m i s c i b l e  p h a s e s  i n  
t h e  o t h e r .  T h i s  s t r u c t u r e  s h o u l d  be  c o n t r a s t e d  w i t h  t h e  t y p i c a l  
s eg rega ted  s t r u c t u r e  n o r m a l l y  obta ined  i n  t h e  65 a tomic  pe rcen t  rhodium 
samples .  
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S e v e r a l  o t h e r  23.4 a t o m i c  p e r c e n t  rhodium s a m p l e s  were p r o c e s s e d  
under  low-grav i ty  c o n t a i n e r l e s s  cond i t ions .  The m i c r o s t r u c t u r e s  v a r i e d  
from t h e  r a t h e r  coa r se  mic ros t ruc tu re  t h a t  was shown i n  F igure  1 1  above,  
t o  a very  d e s i r a b l e ,  f i n e l y  d i s p e r s e d  m i c r o s t r u c t u r e .  T h i s  d i s p e r s e d  
m i c r o s t r u c t u r e  i s  shown i n  Figure  12 which was t aken  a t  a n a g n i f i c a t i o n  of 
600X. ( T h e  
f i n e s t  d i s p e r s i o n  o b t a i n e d  d u r i n g  t h i s  i n v e s t i g a t i o n .  The r o u g h l y  
s p h e r i c a l  rhodium-rich p a r t i c l e s  have a 2 t o  3 micrometer diameter. This  
i s  one  o f  t h e  f i n e s t  d i s p e r s i o n s  t h a t  h a s  b e e n  o b t a i n e d  i n  i m m i s c i b l e  
a l l o y  systems. 

same m a g n i  f i  c n t i  nn R R  F’izi~.?? I i - >  This mjr_ryngyqph shews 

Figure  12 .  A f i n e ,  d i spersed  m i c r o s t r u c t u r e  ob ta ined  i n  
a 23.4 atomic percent  rhodium sample processed 
under low-g c o n t a i n e r l e s s  c o n d i t i o n s .  The 
d iameter  of t h e  rhodium-rich p a r t i c l e s  i s  2 t o  3 
micrometers.  Magnif icat ion 600x. 

The t e c h n i q u e s  t h a t  were used t o  p r o d u c e  t h e  l a s t  two s a m p l e s  
d i scussed ;  one with a coa r se  d i spe r s ion ,  one with a f i n e  d i s p e r s i o n ;  were 
a l m o s t  i d e n t i c a l .  The t e m p e r a t u r e s  a t  which  t h e  s a m p l e s  were d r o p p e d  
d i f f e r e n t  by o n l y  2 O  Celc ius .  It  is n o t  known a t  t h i s  time why one sample 
produced a c o a r s e  m i c r o s t r u c t u r e  while t h e  o t h e r  produced a ve ry  d e s i r a b l e  
f i n e l y  d i s p e r s e d  mic ros t ruc tu re .  



CONCLUSIONS AND RECOMMENDATIONS

From the above investigation the following conclusions can be drawn.

I • There is a tendency for the gold-rich immiscible liquid phase

to wet the outer surface of containerlessly processed

immiscible gold-rhodium alloys.

. Dispersed microstructures are more easily obtained when the

gold-rich immiscible phase is the majority phase and serves as
the matrix.

. In alloys where the rhodium-rich immiscible liquid is the

majority phase, the gold-rich liquid appears to be

interconnected throughout the alloy.

. Fine dispersions consisting of 2 to 3 micrometer diameter

rhodium-rich spheres in a gold-rich matrix can be obtained

through soldification of small samples under containerless low

gravity conditions.

We plan to continue to investigate the microstructures obtained in

low-gravity, containerless processed immiscible alloys. In particular the

study of other gold-rhodium alloy compositions in the miscibility gap are

being considered. Further testing is necessary to properly correlate the

microstructures obtained in these alloys with processing variables such as

drop temperature, and the time at temperature. To date, a statistically

significant correlation has not been achieved. Quantitative microscopy

measurements are also needed on these samples in order to determine the

volume fractions of the phases present and their interfacial areas.
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Hg1_xZnxSeSEMICONDUCTINGALLOYS

R. N. Andrews
Associate Professor of Materials Engineering

University of Alabamaat Birmingham
Birmingham, Alabama

ABSTRACT

Hg1_xZnxSe alloys of composition x = O.10 were grown in a Bridgman-

Stockbarger growth furnace at translation rates of 0.3 and 0.1 u m/sec.

The axial and radial composition profiles were determined using precision

density measurements and IR transmission-edge-mapping, respectively. A

more radially homogeneous alloy was produced at the slower growth rate,

while the faster growth rate produced more axially homogeneous alloys.

These trends are consistent with other studies involving the influence of

growth rate in similar II-VI semiconducting systems.

A determination of the electrical properties of the Hg1_xZnxSe
samples in the temperature range 3OOK-2OK was also made. Typical carrier

concentrations were on the order of magnitude of 1018 cm-3, and remained

fairly constant as a function of temperature. A study was also made of

the temperature dependence of the resistivity and Hall mobility. The

effect of annealing in a selenium vapor on both the IR transmission and

the electrical properties was determined. Annealing was effective in

reducing the number of native donor defects and at the resulting lower

carrier concentrations, charge carrier concentration was shown to be a

function of temperature. Annealing caused the mobility to increase,

primarily at the lower temperatures, and the room temperature resistivity

to increase. Annealing was also observed to greatly enhance the % IR

transmittance of the samples, from values of <0.5% before annealing to

values >10% after annealing. This was due primarily to the effect of

annealing on decreasing the charge carrier concentration.
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INTRODUCTION

Of considerable interest in the area of semiconductor research is
the investigation of the growth and the characterization of II-VI
_mluonducting al!oys_ Sever_! _y_t_ms have been investigated and
attention has been focused both on the various methods of formation of the
alloys as well as on an evaluation of alloy properties.

The system investigated in this study was the HgSe-ZnSe system.
Both HgSeand ZnSecrystallize in the zincblende structure and combine to
form a continuous series of solid solutions. The melting point of HgSeis
approximately 8OOCwhile that of ZnSe is 17OOC,a fact which makes it
difficult to produce alloys of high ZnSecomposition. It is know that the
variation of the lattice constant is linear, from a value of 6.086
angstroms for HgSe to a value of 5.6696 angstroms for ZnSe. HgSe is a
perfect semimetal with an energy gap of -0.06 ev at 3OOK,while ZnSeis a
semiconductor with an energy gap of 2.6 ev at 30OK. Both linear and non-
linear dependencies of the energy gap on composition have been reported in
the literature.

This investigation focuses attention on both the _v,+_.. and
characterization of alloys in this system. The compositional uniformity,
both radially and axially on Bridgman grown samples is evaluated as a
function of growth rate. The electrical properties of the alloys,

....... TT--11 --_k414+_r m_ _n_mletlV_tV. in the
including carrier concen_1"a_±un, _a±± ._j, .............. _,

temperature range 300-20K, are also determined. The effects of annealing

H=I_x_._x______n__sA _in a selenium vapor on both percent IR transmission and

electrical properties is also evaluated.
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OBJECTIVES

Work has been done by Nelson, et al (I) on the Hg1_xCdxSe system.

In their work, it was observed that the electrical properties of the

system, in particular the carrier concentration, were unstable as a
function of time. The conduction - electron concentration with time and

the electron mobility decreased simultaneously in samples which had been

annealed in a dynamic vacuum•

In an attempt to stabilize the electrical properties, it was decided

to use zinc additions in this investigation. It is believed that zinc may

provide a stabilizing effect on the lattice and thus in turn would

stabilize the electrical properties.

There were several objectives to this investigation. They were

selected to systematically analyze the system and can be stated as
follows:

•

o

o

•

Determination of the influence of growth rate on the

compositional uniformity, both axially and radially, of

Bridgman grown crystals of Hg1_xZnxSe.

Determination of the electrical properties of Hg1_xZnx Se
crystals in the temperature range 3OO-2OK.

Evaluation of the effects of selenium - vapor annealing on

both the % IR transmission and the electrical

properties of Hg1_xZnxSe crystals.

Determination of the variation in electrical properties of

samples of different compositions. (i.e. varying x).
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BACKGROUND

The possibility of the formation of a continuous series of solid
_n]_Jtions in the H_Se - ZnSe system was first mentioned by Krucheamu(2)
in 1962. Since that time, several studies nave been p_rfu_med on this

system, with the primary emphasis being to evaluate the electrical

properties of the system and to determination the band structure.

Attention has also been focused on determining the scattering mechanisms

operative over the temperature range 3OO-4.2K.

Kot and Simashkevich (3) appear to have been the first to synthesize

Hg1_xZnxSe of various x compositions and upon subsequent x-ray analysis
they found a linear relationship between composition and lattice constant.

They produced both bulk specimens and thin films. The variation in

electrical properties as a function of temperature appeared to be

dependent on composition. For compositions up to 40% ZnSe, they observed

a decrease in resistivity with increasing temperature. However, for

compositions greater than 55% ZnSe, the resistivity was seen to increase

as a function of increasin_ temperature. Electron concentrations were
seen to vary from 3 x !0 I° to 2 x !017 cm-3.

Potapov, et al (4) performed Shubnikov de Haas measurements of

samples of Hg1_xZnxSe of composition x = 0.03-0.09. The oscillations were
used to determine the effective election masses, the matrix elements of

the interband interaction P, the energy gap, and the point of inversion of

the energy band structure from an inverted semi-metal to a semiconductor.

Their work showed that the effective mass of the electrons in Hg I xZnvSe
varied with Zn concentration and was minimal in the vicinity of x=0.66,

indicating a point of inversion in gap energy corresponding to a

composition of x= 0.06.

The band structure and carrier scattering mechanisms in Hg1_xZnxSe
were studied by Gavaleshko and Khomyak (5). They prepared their alloys by

direct melting in quartz ampoules with subsequent growth in a Bridgman

furnace. As a result of their study, they concluded that in the range of

carrier densities in their investigation, n = 7 x 1014 - 5 x 1018 cm-3,

and at 77OK, scattering is dominated by optical and piezoacoustic phonons.

Potapov, et al (6) determined the magnetoresistances and the Hall

effect of Hg1_xZnxSe samples with electron densities of 5 x 1017 cm-3 in

the temperature range 1.6 to 2OK. They also studied the temperature

dependences of the electrical conductivity and Hall effect in the range

4.2 to 3OOK. They correlated changes in mobility with temperature to

changes in scattering mechanisms. In their work, it was determined that

the transition point from a semimetal to a semiconductor was in the "

vicinity of x = 0.06 to x = 0.07. With increasing temperature, and x =

0.06 or 0.07, the electrical conductivity was shown to increase by almost

a factor of seven in cooling from 300 - 3OK, while the mobility increased

by a factor exceeding ten. The electron mobility remained constant in the

temperature range 4.2 - 3OK, thus it was assumed that the dominant

scattering mechanism was due to ionized impurities. In the temperature
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range 30-90K, mobility obeyed _ a T-I, which corresponds to scatterin_ of
electrons by acoustic phonons. At T > 9OK, the dependence was _ a T-_/2,

indicating scattering by optical phonons.

The dependence of mobility on composition and temperature in

Hg1_xZnxSe crystals of compositions ranging from x values of 0 < X < O.15

was determined by Gavaleshko, et al (7). In their study they det-ermi-ned a

relationship between band gap and composition for 0 < X < 0.15 for both
77K and 30OK. Their calculations showed that the best fit to their data

could be expressed by the following equation:

Eg(x,T) = -0.244 + 6.7253x - 24.939x 2 - IO1.82x 3 + 883.9633x 4 +

(6 - 81.56x - 511.691x 2 - i16x 3 - 7021X 4) x 10-4 T

where O< x < O.15 and 50 < T < 3OOK. They also obtained an expression for

the ban_ gap vs compositi--on _t T = 77K assuming a linear variation of Eg

with T. This is given by:

Eg(x,T) = -0.244 + 3.064x + (6-11x) x 10-4 T

In looking at the temperature dependence of mobility, Gavaleshko, et

al (7) concluded that the dominating scattering mechanisms in Hg1_xZnxSe
solid solutions are by impurity ions and polar optical phonons.

In subsequent work, Gavaleshko et al (8) performed an investigation

of the infrared spectra of Hg1_xZnxSe alloys and the results were used to
find the effective masses of these solid solutions as a function of

composition and carrier density. The Bridgman growth technique was used

in this work to prepare samples, with subsequent annealirg performed to

control carrier concentration. They determined Hall mobil_ties and found

that the mobility varied from 2.2 x 104 cm 2 v -I sec -I for HgSe, to 2-3 x

103 cm 2 v -I sec -I for a composition of x = 0.75, reaching its maximum

value of 2 x 105 cm 2 v -I sec-1 for a composition of x = 0.06. From their

work, they also determined that the transition from an inverted band

structure to a semiconductor in Hg1_xZnxSe alloys occurs in the range x
= 0.02 - 0.05.

Leibler et al (9) investigated Hg1_xZnxSe alloys and measurements
were made of the electrical conductivity and electron concentration ss a

function of temperature for alloys of composition x < 0.45. For all

compositions studied, conductivity was seen to decrease as temperature

increased. The Hall coefficient was observed to be either independent of

temperature or increased slightly as the temperature decreased.
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EXPERIMENTALPROCEDURE

Alloy Preparation

All alloys in this investigation were prepared using at least 5 -

nine's pure elements. They were prepared in accordance with previously

reported alloy preparation techniques (10). Briefly, the elements were

loaded and sealed in evacuated thick wall quartz ampoules. The ampoules

were then placed in a rocking furnace and heated to 1150C to pre-react the

elements. An intermittent hold at 500-600C for approximately two days was

included to allow sufficient time for diffusion to take place. The slow

heating procedure and the long soak time at low temperature was suggested

by Kot et al (3) for the processing of alloys in this system.

Crystal Growth

The alloys were subsequently grown in a Bridgman - Stockbarger

growth furnace at pre-selected growth rates and under controlled thermal

conditions. The specifics of the furnace design and operation are

.... _bed in det_1 by Lehoczky. et al in Ref (11). Briefly, the ampoule

remains stationary in this method and the furnace assembly, which consists

of two resistively heated tubular furnaces, translates upwards. This

gradually moves the ampoule containing the _u_-^1_^-_=_.al1^.r_vj _._-_^m+_..__.._.

furnace into the cooler region, thus causing solidfication of the alloy.

Utilization of heat pipes in both the upper and lower furnaces produced

well defined heat zones. In this study, the upper zone was at I000C and

the lower zone was at 645C with a 2.4cm thermal barrier between the two

zones. The temperature profile which was obtained in the empty furnace

and which was used in all growth processes in this study is shown in

Figure I.

Precision Density Measurements

Since the variation in lattice constant for Hg1_xZnxSe varies

linearly with x, from a value of 6.086 angstroms for HgSe to a value of

5.6696 angstroms for ZnSe, the mass density of Hg1_xZnxSe will also vary
linearly with x since both compounds crystallize in the zineblende

structure. Thus, precision density measurements can be made in this

system and used to accurately determine alloy composition. The precision

density measurements were made in accordance with the procedure outlined

by Bowman and Schooner (12). These measurements were made on thin slices

( 0.75 - Imm thick) taken along the length of each crystal and this

compositional data was used to determine the axial compositional

uniformity of the crystal.
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IR Transmission-Edge Mapping

IR transmission-edge mapping was used to determine both the radial

compositional uniformz_y and the pe_c_n_ I_ tzansmittancc on slices taken

along the length of each crystal. In this method, a map of cut-on

wavenumber or wavelength, as the sample goes from being opaque to

transparent to the infrared is made on the crystal slice. In many other

II - VI systems_ where the variation of energy gap with composition (x)

is known, the wavenumber corresponding to this particular gap energy can

be converted to a corresponding x value and a radial compositional profile

of the slice can obtained. However, since the exact variation of Eg with

x in the Hg1_xZnx Se system is unknown at this time, a wavenumber contour
map was used to evaluate radial homogeneity. Also, the transmission edge-

mapping technique allows the maximum % IR transmission through a crystal

slice to be determined.

Electrical Property Measurements

The electrical properties of samples taken from the crystals grown

in this investigation were measured using the Van der Pauw technique (13).

Electrical leads which were 2 mil diameter copper wire were soldered to

circular wafers taken from the samples. Indium solder was used to achieve

an ohmic contact. Before the leads were attached, the samples were
_^_^_ _.... i,_+_^_ _ _ h_mine in methanol and rinsed ingcounu and e uu_ _ _ _ .......... - ....

methanol.

The automated Van der Pauw facility used in this investigation was

capable of electrical property measurement in the temperature range 3OOK -

2OK and used a 5000 gauss magnetic field. The Hall coefficient,

electrical resistivity, carrier concentration, and Hall mobility, were all

determined or calculated from the results of these measurements.

Selenium - Vapor Annealing

In order to vary the concentration of defect electrons in

the Hg1_xZnxSe crystals, selected slices taken from the as-grown crystals
were annealed in a selenium vapor at 260C. The crystal slices were sealed

in evacuated quartz tubes along with several pieces of selenium and
annealed for various times. Annealing times ranged from 96 hours to over

300 hours.
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PROGESS TO DATE

To date, two alleys of composition x = 0.10 have been successfully

grown. These are designatcd SC-5 and SC-6 and were grown at furnace

translation rates of 0.30wm/sec and and 0.10wm/sec, respectively. An

alloy of composition x = O.10 has been prepared (SC-13) and is currently

being grown at a translation rate of 0.03 wm/sec. Also, an alloy of

composition x = 0.08 has been prepared and is being grown at a translation

rate of 0.1 w m/sec. This sample, when analyzed, will help provide

information on the influence of varying compositon (x) on the electrical

properties of Hg1_xZnxSe alloys.

The axial compositional uniformity of SC-5 and SC-6 is being

determined using precision density measurements of slices taken along the

length of each crystal. Also, the radial compositional uniformity of SC-5

and SC-6 is being determined using IR transmission-edge mapping of slices

taken along the length of each crystal.

Electrical property measurements, including carrier concentration,

Hall mobility and resistivity have been determined as a function of

temperature for several samples taken from SC-5 and SC-6.

The effects of selenium-vapor annealing on the % IR transmission and

on the electrical properties have also been determined for several samples

from SC-5 and SC-6.

RESULTS AND DISCUSSION

Axial Compositional Uniformity

One of the objectives of this study was to determine the influence

of growth rate on the axial compositional uniformity of Hg1_xZnx Se

crystals. Samples SC-5 and SC-6 were grown under identical thermal

conditions and differred only in their growth rate, SC-5 being grown at

0.3 wm/sec and SC-6 being grown at O.1 _m/sec. Therefore, a comparison of

their axial compositional profiles should give an indication of the

influence of growth rate on axial homogeneity. As can be seen in Figure

2, which is a preliminary plot of composition (as determined from

precision density measurements) as a function of distance from the ampoule

tip of crystal SC-5, the general trend in the profile is characteristic of

that generally observed for faster grown crystals. That is, there appears

to be a fairly large distance over which steady state growth occurred.

Another observation which can be made from this pro_lle is that t_*

initial and final transients appear to be rather small, indicating that

the effective diffusion coefficient may be s_aller in thi_ system than in

other similar II - VI systems.
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In looking at Figure 3, it is seen that the axial composition

profile for SC-6 is more characteristic of a slowly grown crystal, that

is, there does not appear to be as large a region of uniform composition

over which steady state growth occured.

Again, the compositional data plotted in both Figures 2 and 3 are

preliminary at this time. Additional data points in the profiles are

being determined as well as duplicate density measurements and hence

compositional values being determined on samples already run and shown on
these plots.

Radial Compositional Uniformity

As mentioned previously in this report, infrared transmission edge

mapping was used to determine the radial uniformity of thin slices taken

along the length of each crystal. Since the exact relationship between

wavenumber or gap energy and composition in this system is not known,

radial homogeneity will be discussed in terms of the variation in
wavenumber across a slice.

Due to the high carrier concentrations in both as-grown SC-5 and as-

grown SC-6, many times a radial slice taken from the crystals did not

transmit over the whole area of the slice. This made it difficult to get

an indication of the homogeneity of the slice. Therefore, samples of SC-5

and SC-6 which had been annealed to reduce their carrier concentration

were used for comparison to indicate the influence of growth rate on the

radial uniformity. Figure 4 shows the wavenumber contour map of a crystal

slice taken 6.26 cm from the tip of alloy SC-5. The slice has been

annealed in a selenium vapor for approximately 260 hours. In looking at

the variation ofwavenumber across the slice, a variation "rom 1190 to

2128 is observed, a difference of 938 wavenumbers. In comparison, Figure

5 shows the wavenumber contour map of a slice taken 10.70 cm from the tip

of SC-6, the slowly grown alloy (O.1 w m/sec.). This slice was annealed

approximately 300 hours. The wavenumber variation across this slice is

from 1225 to 1383, a difference of only 258 wavenumbers. Thus, although

we do not have a direct comparison of radial compositional uniformity

between SC-5 and SC-6 in terms of compositional profiles, the wavenumber

profiles, which are related to composltional profiles, indicate that a

slower growth rate produces a more radially homogeneous material.
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Electrical Property Measurements

The electrical properties of several slices taken from SC-5 and SC-6

were determined using the Van der Pauw method mentioned previously. Table

I lists the values obtained in these measurements.

Table I

Electrical Property Measurements of Selected Samples

From Alloys SC-5 and SC-6

Sample n w* p*

SC6 7.70 1.7E + 18 2.4E+3 9E+3 1.6E-3 4E-4 +

SC6 10.70 1.6E + 18 4.OE+3 1.8E+4 I.OE-3 2.8E-4

SC6 15.45 2.4E + 18 7.OE+3 1.7E+4 4.OE-4 1.8E-4

SC5 2.11 1.3E + 18 4.OE+3 1.7E+4 1.2E-3 3.0E-4

SC5 9.29 1.6E + 18 4.OE+3 1.7E+4 I.OE-3 2.9E-4

* Values correspond to the variation from 3OOK to 20K

+ Measurements from 3OOK to 6OK

All samples are in the as-grown condition and do not reflect any

subsequent treatment such as selenium vapor annealing. The values which

were determined were carrier concentration in cm-D, Hall mobility in

cm2/V-sec, and resistivity in ohm-cm. All measurements were taken

between 300 and 2OK, except as noted in the Table. The carriers being

measured are electrons in this material since Hg1_xZnxSe is an n-type
material.
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As a representative example of the trends which were observed, the
carrier concentration, Hall mobility, and resistivity as a function of
temperature for a sample taken 10.70 cm from the tip of alloy SC-6 are
shownin Figure 6, 7, and 8 respectively. For completeness, all the plots
of the electrical properties as a function of temperature for other
samp!e_ wbinh were analyzed to date in this study are included in Appendix
I.

As can be seen, both in Table I and in Figure 6, the carrier
concentration is on the order of magnitude of 1018 cm-3 in the as-grown
condition and appears to be fairly constant as a function of temperature.
This behavior as a function of temperature is to be expected at this high
of a carrier concentration since the large number of defect carriers tend
to mask any decrease in intrinsic charge carriers which maybe expected to
occur as the temperature decreases.

Table I and Figure 7 show the general trend observed in the Hall
mobility as a function of temperature. As would be expected, the mobility
decreases as temperature increases due to a combination of various
scattering mechanismswhich are operative and which tend to limit electron
mobility.

Also, Figure 8 and Table I show the general trend observed in
resistivity as a function of temperature. Considering the general
independence of carrier concentration with temperature and the decrease in
mo_ _j wi+_w.i_A_ing....... tem_erature._ the resistivity shows the expected
general increase with increasing temperature.

Effects of Annealing o__nElectrical Properties

In order to observe the effect which selenium vapor annealing has

on the electrical properties, a comparison was made of the electrical

properties of SC-6 10.70 both before, and after annealing for

approximately 300 hours. Figure 9 shows the variation in carrier

concentration as a function of temperature after annealing. As can be

seen, the carrier concentration is lower at all temperatures in the

annealed sample in comparison to the SC-6 10.70 unannealed sample (Figure

6). This indicates that annealing effectively reduced the concentration of

native donor defects, believed to be mercury interstitials in the case of

Hg 1_xznxSe crystals. Also, as seen in Figure 9, the carrier concentration
is seen to vary as a function of temperature, decreasing from a value of

approximately 1.6 x 1018 at 3OOK to a value of 2.2 x 1017 at 2OK. In

this material, with a lower carrier concentration, it is now possible to

observe the thermal depopulation characteristic of the intrinsic behavior

of semiconductors with decreasing temperature.
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Figure 10 shows the Hall mobility as a function of temperature in

the annealed SC-6 10.70 sample. In comparing this with Figure 7, it can

be seen that the initial mobility at room temperature is approximately the

same, with a value of 4 x 103 cm2/v-sec. This is to be expected because

the primary effects on mobility at higher temperatures are due to

intrinsic scattering processes. However, at lower temperatures, it is

seen that the mobility in the annealed sample increases to a value of 9 x

105 cm2/v-sec at 20K in comparison to a value of 1.8 x 104 cm2/v-sec at

2OK for the unannealed sample. Since extrinsic scattering processes are

more dominant at lower temperatures, a higher mobility would be expected

in a material with a lower defect concentration.

In Figure 11, the resistivity of the annealed SC-6 10.70 sample is

shown as a function of temperature. The same general trend as a function

of temperature is seen as in the unannealed sample (Fig. 8), however the

room temperature resistivity is higher, with a value of 4 x 10-3 ohm-cm as

compared to I x 10 -3 ohm-cm for the unannealed sample. This would be

expected due to the lower carrier concentration in the annealed sample.

The low temperature resistivity in the annealed sample is, however,

approximately equivalent to the low temperature resistivity in the

unannealed sample. Although the carrier concentration is lower in the

annealed sample, the large increase in low temperature mobility tends to

have a compensating effect.

Effects of Annealing on the % IR Transmittance

Selenium- vapor annealing was shown to greatly enhance the % IR

transmittance of samples of Hg1_xZnxSe. A plot of the % IR transmittance
versus wavenumber taken for several points near the center of a slice

taken 6.26 cm from the tip of alloy SC-5 is shown in Figure 12. The

maximum transmission in this area of the slice is approximately 0.5%. In

fact, if one were to look at the radial wavenumber contour map as seen in

Figure 13, this sample was opaque to the infrared over a large portion of

the sample. After annealing in a selenium vapor for 96 hours, the % IR

transmittance vs wavenumber plot for the same area of the sample as before

is shown in Figure 14. As can bc seen, the maximum transmittance in this

area has increased to approximately 8%. Going one step further, when this

same sample was annealed an additional 168 hours, the % IR transmittance

plot for the same region of the sample, as seen in Figure 15, shows a

maximum transmittance of approximately 10%. Also, as the full radial

wavenumber profile shows, the % IR transmittance through the entire

slice has increased, as seen previously in Figure 4.

Thus, it is fairly clear that annealing is effective in reducing the

number of native donor defects, thus improving the % IR transmittance

characteristics of Hg1_xZnxSe crystals.
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CONCLUSIONS

As a result of this work, the following conclusions can be made:

I ,

.

.

o

.

.

The effect of growth rate on the axial compositional uniformity

appears to be consistent with trends observed in similar II -

VI systems. That is, the faster growth rates tend to produce

more axially uniformmaterial.

Small transients observed in the axial composition profiles

indicate that the effective diffusion coefficient may be

smaller in this system than in other similar II - VI systems.

A slower growth rate was shown to produce a more radially

homogeneous material.

The carrier concentration in a typical as-grown sample of

Hg1_xZnxSe is on the order of magnitude of 1018 cm -3 and

appears to be fairly constant as a function of temperature at

these high carrier concentrations. The Hall mobility increases

as the temperature decreases from 300 to 20K and the

resistivity decreases in going from 300 to 2OK.

Selenium - vapor annealing was effective in reducing the number
and enhanced the %of native donor defects in Hg1_xZnxSe

IR

transmission.

After annealing in a selenium vapor, the carrier concentration

was lower at all temperature compared to the values in the

unannealed samples, and was observed to decrease with

decreasing temperature. The room temperature mobility remained

approximately the same, however the low temperature mobility

greatly increased. The low temperature resistivity remained

approximately the same with the room temperature resistivity

somewhat higher in the annealed samples.
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Appendix I
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GRAVITATIONAL CONSTANT G IN AN ORBITING LABORATORY
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ABSTRACT

Some progress has been made on some of the objectives

set for the NASA/ASEE Summer FellowshiD, specifically: (I)

..... _ andAssemble a biblioaraDhy on DrODosals, L_ ..... ,

suGGestions for space-based laboratory measurements of G;

(2) Recome i_amiliar with some of the activities in sDace

science at Marshall SDace Flight Center; (3) Identify and

contact ......... u ..... ,_h p_,_={h1_ _mi!ar interests; (4)

InvestiGate further the suggestion of orbiting two balls in

a near-earth orbiting laboratorv. With regard to the last of

these, a manuscriDt entitled "Orbits inside a spacecraft:

measuring the Gravitational constant G," bv Adam F. Falk and

SteDhen D. Baker has been drafted, the abstract of which

reads as follows:

A common SUGGestion for measuring the Newtonian

Gravitational constant G in a near-earth orbiting laboratory

is simDly to put two balls in orbit around each other and

observe the resulting motion, thereby determining G.

However, the radial variation with distance of the

qravitational field of the earth is so large that "tidal

forces" on the balls in near-earth orbit can be several

times Greater than the gravitational attraction between the

two masses, leading some writers to assume that two objects

will not stably orbit about each other and that this method

of measurinq G in low-earth orbit is impossible, or at least

imDractical. We have, however, identified certain orbits

which are stable (at least over many periods of the

sDacecraft about the earth). In this case, the objects

exDerience their Gravitational interaction for a long time,

and it becomes reasonable to consider such orbits as

candidates for measurements of G.
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INTRODUCTION

Since the time that it became reasonable to assume that

orbiting laboratories would be available for Dhysics

exDerimentation, DrODosals have been put forward to measure

the Newtonian qravitational constant G in such

laboratories. Of the fundamental physical constants, G is

bv far the least well known (only about one part in a

thousand). Since there have also recently been some

suaaestions that G is distance dependent or source

comDosition dependent, new measurements of its value (with

new sets of systematic errors to be understood) are

needed. Of experiments proposed for orbitinq laboratories,

one suqgestion is simDiy to put two balls in orbit around

each other and measure the resultina orbital elements and

Deriod of the motion, thereby determining G. Another

suqqestion is to construct an oscillator whose restoring

force is gravitational--a "q_avitational clock."

With regard to the first suggestion, it turns out that

a major comDlication is introduced in this method bv the

nonuniformity of the earth's qravitational field. The

radial variation with distance of the aravitational field of

the earth is so larqe (about a third of a Dart Der million

each meter at the surface of the earth) that "tidal forces"

on the balls in near-earth orbit can be several times

areater than the gravitational attraction between the two

masses. The Dresence of these relatively strong tidal

forces has led some writers to assume that two objects will

not stably orbit about each other and that this method of

measurina G in near-earth orbit is impossible, or at least

imDractical. We have, however, identified certain orbits

which are stable (at least over manv Deriods of the

sDacecraft about the earth). In this case, the objects

experience their gravitational interaction for a long time,

and it becomes reasonable to consider such orbits as

candidates for measurements of G.
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OBJECTIVES

The stated objective of the summer's work were to make

some Dro_ress on some of the following tasks:

i. PreDaration of a bibliography on DroDosals, reDorts, and

sua_estions for sDace-based laboratory measurements of G, to

suDplement the very comDlete biblioaraDhy DreDared by
Gillies on all determinations of G.

2. Determine the comDatabillitv of these suqqestions and

those I might have with current efforts in other ultra-low-a

investigations.

3. Identify, contact, and DerhaDs DroDose a workshoD for,

workers with similar interests.

4. ProDose and discuss theoretical and experimental

feasibility studies needed before a sDace-based experiment
can be carried out.

5. Other tasks as they become evident.
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OBJECTIVES WHICH WERE REALIZED

It may qo almost without sayinq that not all the

objectives stated on the previous page were fully

realized. On the other hand, some progress was made on some

of them. As evidence, in the following pages I present (a)

a draft manuscript entitled "Orbits inside a spacecraft:

measuring the gravitational constant G" and (b) a short

bibliographv on measuring G in space. I have also this

summer identified and spoken with a number of workers in the

U.S. who might be interested in further consideration of

measuring G in space, and I have realized one of the general

objectives of the NASA/ASEE Summer Fellowship Program: to
become familiar with the Marshall Space Flight Center.
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DRAFT MANUSCRIPT

Orbits inside a spacecraft: measuring the gravitational

constant G

Adam F. Falk

Physics Department, University of North Carolina, Chapel

Hill, NC 27514

Stephen D. Baker

Physics Department, Rice University, Houston, TX 77251

Abstract:

A common suaaestion for measurina the Newtonian

qravitational constant G in a near-earth space

laboratory is simply to put two balls in orbit around

each other and observe the resultinq motion, thereby

determininq G. However, the radial variation with

distance of the qravitational field of the earth is so

larqe that "tidal forces" on the balls in near-earth

orbit can be several times areater than the

qravitational attraction between the two masses, leadinq

some writers to assume that two objects will not stably

orbit about each other and, therefore, that this method

of measurina G in near-earth orbit is impossible, or at

least impractical. We have, however, identifzed certain

orbits which are stable (at least over many periods of

the spacecraft about the earth). In this case, the

objects experience their qravitational interaction for a

lona time, and it becomes reasonable to consider such

orbits as candidates for measurements of G.

Introduction:

Since the time that it became reasonable to assume that

orbitinq laboratories would be available for physics

experimentation, Droposals have been put forward to measure

*University of North Carolina Morehead Scholar,

Summer 1986

**NASA/ASEE Summer Faculty Fellow, Marshall Space

Fliaht Center, Huntsville, Alabama 1986
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the Newtonian qravitational constant G in such laboratories
[see BiblioqraDhy]. A common suaGestion is simply to put
two balls in orbit around each other and measure the
resultina orbital elements and Deriod of the motion, thereby
determinina G. It turns out, however, that a major
comDlication is introduced in this method by the
nonuni_m_v nF the earth's Gravitational field. The
radial variation with distance of the qravitation_i field of
the earth is so larae (about a third of a part per million
each meter at the surface of the earth) that "tidal forces"
on the balls in near-earth orbit can be several times
qreater than the qravitational attraction between the two
masses. The presence of these relatively strona tidal
forces has led some writers to assume that two objects will
not stably orbit about each other and that this method of
measurina G in near-earth orbit is impossible, or at least
impractical. We have, however, identified certain orbits
which are stable (at least over many periods of the
sDacecraft about the earth). In this case, the objects
exDerience their gravitational interaction for a long time,
and it becomes reasonable to consider such orbits as
candidates for measurements of G. In any case, it is
interestina to examine _k_..em_nv_.... of two aravitationally..
attactinG masses in a space laboratory as a relevant
aPDlication of elementary mechanics.

First we will ch_acterize the qravitational
environment of an ideal orbiting laboratory. Then we will
describe the motion of sinale objects within that
laboratory. Finaliv we will c_o_e_ ,_ _h_.... motion of two

objects which are actina under their mutual attraction.

Orbitinq Laboratory:

Let us consider that the laboratory is in a near-earth,

circular orbit, and that the laboratory keeDs one face

toward the earth. That is, the laboratory rotates 2 each

time it circles the earth. The forces on an object in the

laboratory then depend on the qravitational force from the

earth and the fictitious forces associated with the rotation

of the laboratoy (centrifuaal and Coriolis forces). We are

not obliged to choose such a reference frame, of course, but

this one is convenient, and we can always transform to

another coordinate system which, for example, does not
rotate.

Since the laboratory is in free-fall, one miqht expect

that the earth's aravitational field may be neqlected, but

that is not the case. Before writing down any formulas,

here is the situation.
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Assume we have a spherically symmetric spacecraft with
an empty space inside. Only at the center of mass of the
spacecraft is the acceleration of the spacecraft equal to
the acceleration due to the qravity of the earth. Above
this point the field of the earth is weaker and below it is
stronger, so that in the spacecraft there is a "tidal force"
which tends to accelerate objects above the center of mass
toward the top of the spacecraft and objects below the
center of mass toward the floor of the spacecraft. In empty
space, the divergence of the gravitational field is zero.
Therefore, corresponding to the tidal tension which acts
vertically, there is an tidal compression which tends to
push objects that are displaced to the side of the center of
mass sideways back toward the vertical line through the
center of mass. When one adds the centrifugal force to
these gravitational tidal forces, one finds that the net
force in the radial direction increases, the net force in
the horizontal direction parallel to the direction of motion
of the spacecraft is zero, and the tidal compression force
in the horizontal direction perpendicular to the direction
of motion of the spacecraft is unaffected.

In the plane of the the orbit of the sDacecraft, the
resultinq acceleration field for a particle instantaneously
at rest in the spacecraft is schematically depicted in Fig.
I. The z-axis is chosen along the direction of motion of
the spacecraft and the x-axis points radially away from the
Earth. As one can see, there is a 'neutral line' (our z-
axis) in the spacecraft on which an object released at rest
will simply remain at rest. In this paper, we will confine
our consideration to this plane, but it should be noted that
at points off the zx plane, there is a y-component of force

toward the zx plane. In drawing Fia.l we have assumed that

the spacecraft is much smaller than the earth, so that the

acceleration vectors are practically parallel to the x-axis,

and the neutral line is practically straight. An object

anywhere in this field will move in response to this field

as well as in response to a Coriolis force which acts in a
÷

direction -v x 9, where _ is parallel to the axis of

rotation of the spacecraft.

Motion of sinqle particle:

As we show in the Appendix and in liqht of the above

discussion, the eauations of motion of a sinale particle

moving in this field are

z : -2x

x = 2z + 3x

y = -V
V-6
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where dots indicate time derivatives, and time is measured
in units of radians (one radian eauals T/2_, where T is the
orbital period of the spacecraft around the earth.) Note
that the z-acceleration (parallel to the neutral line)
comes only from the Coriolis force, while the x-acceleration
(radial directl_[_) ha ..... term which is _he Coriolis force
and another term which is the sum of the tidal tension and
the centrifuaal force.

Solutions of these equations for motion in the zx plane
are [Alexander and LundQuist]

z = z(0) - z(0)[3t - 4 sin t]

-6x(0) It - sin t] - 2x(0)[l - cos t] (2)

x = x(0)[4 - 3 COS t] + x(0) sin t + 2z(0)[l - cos t]

examples of which are shown in Fiq.2(a) and Fiq.2(b). As
one can see, if a particle is launched so that it crosses

the neutral line with a velocity perpendicular to the

neutral line, it can remain in the spacecraft, executing a

counterclockwise elliptical orbit. Such a trajectory is
shown in Fig. 2(a), with the initial conditions chosen to

give an orbit centered on the origin. (The orbit is marked

at equal time intervals of one-sixth the spacecraft's

period.) If the particle is launched in other ways, it

eventually strikes the wall of the spacecraft. Such a

trajectory is shown in Fig. 2(b), with initial conditions

which give a non-zero z-component of the velocity as the

particle crosses the neutral line. As one can see, the

Coriolis force is very important, since without it the

particle would simply move away from the neutral line under

the influence of the tidal force.

We can get another perspective on this motion if we

consider a non-rotating reference frame with its origin at

the center of the Earth. The particle and the spacecraft

are in independent Keplerian orbits. A particle placed on

the neutral line is in the same orbit as the spacecraft;

hence it remains at rest in the rotatinq, orbiting frame.

small initial velocity in the radial direction changes the

eccentricity, but not the enerqy, of this orbit. Therefore

the Darticle executes a closed orbit inside the

spacecraft. An initial velocity along the neutral line,

however, is an initial velocity parallel to the orbital

velocity, so the total energy, and hence the period, of the

particle's orbit is different from the spacecraft's. For

example, an initial velocity in the positive z-direction

will put the particle in an orbit of hiqher energy and

longer period; thus in the spacecraft's frame it moves off

in the neaative z-direction.

A
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Motion of two attractina Darticles:

Suppose now one launches two arav_tationallv attractina
balls, each of mass m, in the sDacecraft so that their
center of mass coincides with the center of mass of the
sDacecraft; if one ball is at (z,x,y) then the other one is
at (-z,-x,-v). Takina into account the aravitational
attraction between the two balls, the eauations of motion of

the first ball are

,o

z = -2x - z [x 2 + V 2 + z2] -3/2

H

x = 3x + 2_. - x[x 2 + y2 + x21-3/2 (3)

,e

V = -Y _y[x 2 + y2+ z2]-3/2

Here the unit of lenqth has been chosen in such a way that

the values of G and m do not exDlicitl%' appear in the

eauation_/_f motion. This unit of length is the eaual

to (m/M)_a , where M is the mass of the Earth and a o is
the radius o_ the orbit of the spacecraft.

Althouqh we do not have solutions for the orbits in

closed form, we may calculate the orbits numerically. We

find several interestina cases, illustrated in Pias. 3. For

concreteness, we have chosen to show the3motion of I0 ka
balls of radius 5 cm (density 19.1 am/cm ), and a sDacecraft

in a circular orbit of radius 6700 km (a tvDical SDace

Shuttle's near-earth orbit) for which the period T = 91.1

minutes. In Ea.(3), this corresDonds to the unit of time

eaual to 870 seconds and the unit of lenath eaua_ to 5.06
cm. We will restrict our attention to motion in the x-z

plane. Aqain, to aive some indication of the velocities, we

have marked some of the orbits at intervals of 911 seconds,

one sixth of the period of the spacecraft's motion about the

earth.

As our first example of motion with mutual

aravitational attraction between the two balls, we consider

the case of two balls released from rest on the neutral

line. Fiq. 3(a) shows the trajectories. We have a somewhat

paradoxical result. The aravitational force between them is

attractive, vet they move aDart! This can be understood,

however, when we note that the balls initially accelerate

toward each other, but as they Dick uD sDeed the Coriolis

force moves them off the neutral line. The tidal force

tends to move them further from the neutral line and they

pick up speed until the tidal force is nearly balanced by

the Coriolis force, and the balls continue to move aDart and

out of ranae of their aravitational attraction. (This is

related to what is thouaht to be the behavior of some
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co-rotating moons of Saturn, which "exchange" orbits with
each other.) [Spiria and Waldvoael 1985]

The motion can also be understood by returning to the
non-rotatina reference frame considered earlier. As the
balls attract and are [n±L±dily acce _^_^_ _"=_a _a_h
other, they acquire velocities along the neutral line while
remaining essentially on it. This effect changes the
eneraies of their orbits. The ball on the right, for
example, is decelerated in the non-rotating frame, drops
into an orbit of lower enerqy and shorter period, and drifts
awav from the other ball which moved into an orbit of hiqher
energy and lower period.

In Figs. 3(b,c,d) we show the motion of the center of
only the first ball. The other ball moves symmetrically
about the center of mass which is at the origin. We also
show with a dashed line the excluded reqion around the
oriqin, since at the dashed line the balls are in contact.

Fig. 3(b) indicates the motion corresDondinq to the
same initial conditions as in Fig. 2(a). One can see that
the attraction of the balls Dulls them closer than they
otherwise would have qone and that the balls then collide.
The orbit is continued, however, to show the motion that
would occur in the absence of a collision. Unless _.,_ balls
are launched within within a small range of velocities, they

_ _ .... 11_A= _ mov_ anart strikinq the walls of the

spacecraft. Figs. 3(c) and 3(d) show cases in which the

balls are launched within this range.

Figure 3(c) shows a trajectory with initial conditions

chosen to make the balls move in closed orbits. Comparison

with Fiq. 2(a) shows that for the same z-intercept (15 cm),

the balls must be launched with hiaher velocity and that the

x-intercept is larqer; i.e., the orbit is "fatter"--the

limiting case of very massive balls would simply aive

circular orbits. In the example shown in Fla. 3(c) the

period of the motion has been shortened bv about 20%.

Finally, Fiqure 3(d) shows an orbit with the initial

conditions of Fiq. 2(b), showinq that the gravitational

attraction of the two balls actually stabilizes their motion

and keeps them within the spacecraft for a long time. The

source of this stability may be understood aualitatively as

follows. When the orbit is almost closed but passes closer

to the attractive center on one side of the orbit than the

other, the ball receives an net impulse due to the

gravitational force which causes a general drift in the
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opposite direction, an effect we have already observed in
the example shown in Fig. 2(b).

This is a somewhat surprising result since the tidal
forces in this example are typically several times as strong
as the gravitational attaction of the two balls, and one

does not have the sort of stability of orbit that one would
have, say, of a satellite around the moon (which also

experiences the tidal forces due to the Earth). Actually,

such stability (satisfaction of the Hill criterion)

[Szebehelv 1967] would be attainable with laboratory sized

masses if one were to use a spacecraft which orbits the

earth at about two earth radii or beyond.

For the example that we have discussed so far, we may
investigate the tolerances on the initial conditions of the

orbit so that the balls neither collide with each other nor

with the walls of the spacecraft. In Fig. 4 we show the

"launch window" for a ball started out on the neutral line

at z = 15 cm with the velocity components shown on the axes

of the figure. Trajectories which result in the balls'

strikina each other or the walls of the spacecraft are

represented by diamonds or crosses, respectively. Those

which survive for 25T or longer are unmarked. One may note

that the tolerance on _ is much tighter than that on 6micrometer/second vs. _ micrometer/second, and while vx'

these tolerances are rather tight, they are not necessarily

impractically so. Launchina from other points besides those

on the neutral line are, of course, possible, and we find

that the allowable ranges of z- and x-velocities are very
similar to those in Fla. 4.

Measurement of G:

We believe that the analysis of such motion could be

one way to measure the value of the Newtonian araviatational

constant G in an orbital laboratory. The balls spend

considerable time in the neighborhood of each other,

allowina the gravitational interaction to act for a long

time. There are many practical problems which would have to

be mastered before one could consider such an experiment to

be a reasonable competitor in the measurement of G. However

it should be noted that the value of G is not as well known

as the other physical constants and that there may be some

reason to believe that systematic errors in the measurement

of G exist in the different methods of measurement. Since

these differences are of the order of one Dart in i00 or

i000, an independant measure of G to only one part in i000

would be of interest. And one might expect considerably

better results than I:i000 for an experiment based on the

analysis of motion of the tyDe illustrated in Fig. 3a.
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Some of the practical problems reauiring careful
consideration are mentioned below. The gravitational field
of the spacecraft itself would have to be carefully modeled,
or known, or determined from the experiment itself. The
gravitational field of the earth , which is well known, is
nevertheless complicated and would have to be carefully
taken into account. The electrical charge on the balls
would have to be carefully monitored and controied so thdt
electrical attraction or repulsion which mimics the
qravitational force would not be a serious perturbation.

The spacecraft wouldhave to be flown around the center of

mass of the two balls. The balls would have to be launched

carefully, but it is interesting to note that they could be

steered into place with the radiation pressure from modest

sized lasers.

[To save sDace, the Appendix to the draft manuscript is

deleted from this report.]
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CONCLUSIONS AND RECOMMENDATIONS

Since it appears that there are several reasonable

methods to measure G in space, further thouqht should be

aDplied to the problem. In Darticular, a study of the

Dractical problems to be encountered with an experimental

realization of the orbitinq balls method should be made. A

further refinement of the "qravitational clocks" idea should

also be initiated. It is probably time for a workshop to be

organized to bring together workers who miqht be interested

in particiDatinq in such a measurement.
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ABSTRACT

Work initiated in 1985 on a common-module thermal test
simulation was continued, and a second project on heat pipe
simulation was begun. The test bed is near completion and
will be checked out in August 1988. Testing will involve
various thermal conditions on the radiator, the cold

plates, and the cabin heat exchangers. After the basic

loop performance is established, other new technology items

will be integrated with the loop to provide a flexible test

environment for the new hardware. The first device will be

a new type of heat pipe called a capillary pumped loop

developed by CCS Associates sponsored by the SBIR program.

The test bed, constructed from surplus Skylab

equipment, was modeled and solved for various thermal load

and flow conditions. Low thermal load caused the radiator

fluid, Coolanol 25, to thicken due to its temperature

falling below -I00 *F. The low temperature problem is best

avoided by using a regenerator-heat-exchanger. Other

possible solutions modeled include a radiator heater and

shunting heat from the central thermal bus to the radiator.

Also, module air temperature can become excessive with high

avionics load.

A second project concerning advanced heat pipe

concepts was initiated. A program was written (for an IBM-

AT) which calculates fluid physical properties, liquid and

vapor pressures in the evaporator and condenser, fluid flow

rates, and thermal flux. The program is directed to

evaluating newer heat pipe wicks and geometries, especially

with external arteries. A case study is presented for

water in an artery surrounded by six vapor channels.

Effects of temperature, groove and slot dimensions, and

wick properties are reported.
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INTRODUCTION

This work is in collaboration with Jim Owen and Dick

_'_-_ of ÷_m Thermal V_g_neerino Branch of Structures and

Propulsion Laboratory. The group is responsible for

solving a wide variety of thermal management problems in

space missions including radiation to and from sate __

most recently the Hubble space telescope, space shuttle,

and space station, including habitat and lab modules, and

experiment environmental control. The topics covered here

include primarily space station thermal management

technology.

Pressurized compartments Jn the space station, where

astronauts live and work, will be subjected to various heat

_nputs (thermal loads). Internally, heat is dissipated to

the cabin atmosphere from all electrical and mechanical

equipment, computers, lights, experiments, refrigeration,

and even human metabolism. Externally, the sun and earth

will radiate energy to the station, while the outer walls

will radiate to deep space. The external heat sources and

sinks w_ll vary seasonally, as well as differences between

individual compartments due to shading and view factor

variability. Life support, experiment, and other

environmental temperature requirements are such that an

active thermal management system will be designed for each

module. The basic units in a thermal system are cold

olates and air heat exchangers for gathering waste heat,

pumped coolant and heat pipes for transporting heat, and
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radiators for rejecting heat. There is even consideration

of storing heat in phase change materials such as waxeg to

reduce peak heating of the radiator and thereby reduce the

sfize and weight of the radfiator. Heat picked up from the

interior will be rejected by body-mounted radiators o__
transferred to a central thermal bus. The central bus is

an external fluid loop which will transport heat to the

centra] radiators where heat is radiated to space.

During the summer of 1985, the author took preliminary

plans from Jim Owen for a thermal test bed and did

calculations, specified the loop, identified hardware, and

made preparations for its construction by Lockheed Missile

and Space Company, Huntsville. The loop was to represent

the common module of space station in terms of heat loads

and thermal management. The objective was to provide an

early in-house test capability for thermal systems which

supports the MSFC work package.

The test bed is near completion and will be checked

out in August 1986. Testing will involve various thermal

conditions on the radiator, the cold plates, and the cabin

heat exchangers. After the basic loop performance is

established, other new technology items can be integrated

with the loop to provide a flexible test environment for

the new hardware. The first device will be a new type of

heat pipe called a capillary pumped loop developed by CCS

Associates sponsored by the SBIR Program. Other hard_are

on the near horizon includes new radiators, thermal storage

fluid, refrigerator, thermal bus, long-life fluid systems,

rotating heat pipe joint, electrochromic panels, and metal

hydride applications.

Thermal loop cr,_fJguration, hardware specifications,

and computer simulations were covered in the 1985 Summer

Faculty Program report (4). For practical necessity,

certain hardware changes have been made since that document

was prepared: The thermal radiator was changed to an

alternative with 24 sq ft surface; one of two cabin-air

heat exchangers was eliminated; a thermal storage device

was added (1650 Btu); all thermal loads were modified

(solar input, cabin air, cold plates); and the number of

heat exchanger sub-units in the radiator and facility heat

exchangers was changed. The computer simulations presented

here incorporate these latest changes and, to that extent,

are different from those in the 1985 report.

A second major effort was begun this year ee develop a

heat pipe model for use on an IBM microcomputer. The model

was to be flexible such that new geometries and new
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concepts could be screened by simulation. Then, promising
designs could be specified for fabrication and
experimentation. The motivation for improving heat pipes
stems from space station requirements for thermal
management which encompass tens-of-kilowatt heat loads to
De moved ov_" L_L_= _f **,_t_ _ _ _"_= a _e_in_

limitation of current heat pipe technology is the small

hydraulic pumping head which is developed in the wick at

the vapor-liquid meniscus. Advanced heat pipes can pump

fluids up to 0.I psi total pressure drop, but the

anticipated need for space station is on the order of 1 to

I0 psi. Hence, this key problem of hydraulic pumping limit

is currently under investigation, and the model and case

studies presented here are an initial step. The

alternative under consideration now is to actively pump the

liquid to the heat loads, and provide liquid and vapor

management hardware. Control of this two-phase thermal bus

System is anticipated to be very difficult. The heat pipe
offers the attractive alternatives of being completely

passive, self-controlled, and self-contained.

OBJECTIVES

The ultimate objectives of this project are to develop

a flexible thermal management test _^_w_ __I_ _.._

evaluating advanced thermal systems for the space station

common mod_!le, and to search for new concepts in heat pipe

technology. The immediate objectives are:

_. Model and test the thermal loop under various load

conditions.

,

run test

capacity.

Write a heat pipe program for a microcomputer and

cases of new designs aimed at. higher pumping
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THERMALTEST BED

A, CONSTRUCTION AND TEST PLAN

Much of the equipment for the test bed was already in

storage at MSFC. Leftover from ATM and skylab are pumps,

valves, sensors, filters, and heat exchangers (I). Design

specifications of these elements are available (2). A

double-sided radiator with 24 sq ft effective area and

several cold plates are also available. The general

configuration of these elements is shown in figure i.

Infrared lamps are to be situated around the radiators to

simulate variable orbital conditions. The lamps are to

provide 0-17.3 w/sq ft controllable, evenly distributed

heating. This is equivalent to 0-1400 Btu/hr insolation

for the specified radiators. Inside the radiators, a

Coolanol 25 fluid will be used (Monsanto). The other loops

will contain water. Interface heat transfer from the

internal water to the thermal bus will be simulated by a

facility water loop. General specifications and parameters
for the test bed elements are shown in table I.

Lockheed Missile and Space Company, Huntsville, AL,

has assembled and mounted the Coolanol and water loops on

aluminum tables. Preliminary checkout will be done at

Lockheed. Then the test bed will be shipped to building

4619 to prepare for tests in the Sunspot facility when it

is available.

A description of the test facility requirements and

of the tests is found in reference (I). The radiator will

be situated inside the vacuum chamber. Cold plate loads

and lamp power will be varied to simulate a range of

internal and orbital conditions. As new technology

concepts and hardware become available, they will be

incorporated into the tests.

B. TEST BED FLOW SHEET

Nominal conditions, fluid flows, heat loads, and heat

flows are shown in figure 2. Coolanol 25 is recommended

for the radiator fluid. It has kinematic viscosity of 12

Centistokes and density of 0.91 g/cc at 0 °F. Half-lnch ID

tubing is adequate for this service. However, _t -50 °F,

it will thicken to 200 Cs and 0.95 g/cc which may make it

unpumpable. The original fluid on skylab, Coolanol 15, is
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TABLE I

ORIGINAL PAGE, IS
OF POOR QUALITY

Equi_ t Soecifi

Radiators: Double sided, total area =

Approximate heat rejection uo to 5200 Btu/hr.

fluid.

24 sq ft.

Cooianol 25

Heat Exchanqer &k HXl consists of four units in series,

originally designed for ground service to airlock, ATM, a%d

suit cooling. Original rating was 17,700 Btu/hr each, at

183 Ib/hr each (UA = 258 Btu/hr - sq ft - F each).

Present application: i,700 Btu/hr at 183 ib/hr for each of

four units. Part number 52-83700-1202, ref. (2), pg. 25.0.

_[eat Exchanq_ _l HX2 consists of a cabin air heat

exchanger with water coolant. Original rating was 680

_,]hr_,_,..at 88 CFM, 5 psia oxygen (UA - 48.1Btu/hr - sq ft -

i'). Present application: I000 Btu/hr. Part no.: 52-

83700-1227, ref. (2), pg. 32.0.

}[eat Exchanqe-E r _i HX3 consists of 2 units connected in

series. The units are the same as HXi anits above. The

present application is 7400 3tu/hr transfer from loop water

i520 ib/hr) to faci!_+_._ watp_..... f550._ ib/hr, 65 F) . Facility

water represents the central bus.

;:old Plates: Cold plates 1 through 5 are nomJnaily 0.6 kw,
or a total of 3 kw.

Pum_ Systems: The radiator pump system provides pump,

accumulator, low fluid and power indicators, and a f_ll

port. The pump is rated for "coolant" at 183 ib/hr with

_75 psi pressure rise. part nos. 52-83700-831, 833, and

869, ref. (2), pp. 19.0-21-3. Water pump: 2 gpm; maximum

pressure: 80 psi.

Radiator Mixer Valve: Details of the valve selection were

_ncluded _n a separate communication (5). Two options were

considered: (a) Proportional-integral control using a

proportJonal valve driven by adc gear wound motor, and (b)

stepper control using 5 parallel tubes fit with orifices of

different openings and 4 on-off solenoid valves to select

flow paths. Temporarily, a manual valve is installed.
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less viscous but it is no longer made. Water flow at 520

Ib/hr and 70 °F is handled by 1/4 or 3/8 inch ID tubing

(6.8 and 3.0 ft/s, respectively.)

The lamps surrounding the radiator are designed for

0-17.3 w/sq ft which is 0-1400 Btu/hr total incident

radiation on the upper surface. The lamps have a nal row

profile and will not greatly affect outward radiation. An

estimate of the total radiator rejection power is 1.5 kw or

5,200 Btu/hr. Part of the Coolanol will bypass the

radiator, a fraction f, and mix with the cooled fluid as

shown in figure I. The mixed outlet design temperature is

40 F. The re_ection heat load on the radiator is that

absorbed from the lamps and the heat picked up in heat

exchanger i (HXI). The cabin air cooling load is roughly

500 to I000 Btu/hr. This plus cold plate (CP-1) _oad

totals 3050 Btu/hr, the nominal load for HXI. Cold plates

1 through 5 have nominal 0.6 kw heaters; i.e., the total

load for cold plates 1-5 is 3.0 kw or 10,245 Btu/hr. The

heat taken up in cold plates 2-5 is primarily rejected in

HX3 to facility water. This heat exchanger represents the

space station central bus interface.

An extra heat exchanger, HX on figure 1, is planned

for the situation where heat loads are greater than the

radiator rejection capability. Up to 3500 Btu/hr may be

rejected in HX, in which coolant service at 20 °F is

required. This heat exchanger can also function a_ a

ground service exchanger.

C , SIMULATION OF TEST BED PERFORMANCE

Equations describing heat transfer in the bed are

given in table II. The 20 equations are listed in order of

solution by TK!Solver:

Heat exchanger 2, Eons. HX2 I-4

Radiator and control valve, Eqns. RAD 1-5

Heat exchanger i, Eqns. HX1 1-4

Heat exchanger 3, Eqns. HX3 1-3

Cold plate i, Eqn. CPI 1

Tee, Eqn. TEE i

Cold plates 2-5, Eqns. CP2-5 1-2
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TABLE II

TK!SOLVER MODEL EQUATIONS

HX2

RAD

HXI

HX3

CP1

TEE

CP2-5

Rule

1 * q2=wwl_(tw2-twl)

2 * q2=fa_l_paeO.6489_60*(tal-ta2)/(tal+460)

3 _ q2=48.1_dt2

4 * dt2=((tal-tw2)-(ta2-twl))/in((tal-tw2)/(ta2-twl))

I _ qrn=wc_cpc*(tc2-tc3)

2 * qrr=qrn+qra

3 * tr=(q rr/3-415/8-977E-lO/ar)^0-25-460

4" tcl=2*tr-tc2

5 _ f=(tc3-tcl)/(tc2-tcl)

I * ql=wc_cpc*(tc2-tc3)

2 _ dtl=ql/1032

3 _ tw4=ql/w_l+twl
4 _ dtl=((tw4-tc2)-(twl-tc3))/In((tw4-tc2)/(twl-tc3))

1 _ q3=ww5_cpw_(tw6-tw4)

2 _ tf2=q3/wf+tfl

3 _ q3=516_((tw6-tf2)-(tw4-tfl))/in((tw6-tf2)/(tw4-tfl))

i _ tw3=qcpl/_wl+tw2
1 , tw5=(_l_tw3+ww2_tw4)/w_5

I _ qcp=qcp2+qcp3+qcp4+qcp5

2 _ qcp=ww5*cpw_(tw6-tw5)
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Details of the thermal model and solution are given
in reference (4). Changes in the completed hardware are

reflected in the present calculations using the model in

tables II and III. The new radiator model, equation RAD-3,

was developed from a single known performance point of the

radiator: 1700 watts rejected at 70 °F average

temperature. The heat rejected, qrr, is simply a function

of tr, the average radiator fluid temperature. Emissivity

and efficiency are included in the constants. This model

is not directly sensitive to changes in coolant flow rate.

But, it will predict very cold outlet temperature when the

coolant bypass rate is around 90%, i.e., when loads are

small.

Design equations (Eqns. HX2-3, HXI-2,

contain an overall heat transfer parameter, UA,

Values for UA's in table II are:

and HX3-3)

Btu/hr-F.

HX2 UA = 48.1 Btu/hr - F

HXl UA = 4 x 258 Btu/hr - F

HX3 UA = 2 x 258 Btu/hr - F

The cabin air load was assumed fixed at 500 or 1000 Btu/hr.

The model will solve for cabin air temperature, tal, and

air outlet temperature, ta2. In this way, the value tal

indicates whether or not the ECLS standard is being met.

Facility water input to HX3 is assumed constant at 550

Ib/hr, 65 °F. This will reasonably approximate the test

situation but will not simulate a two-phase central bus.

The model will require slight modification of the HX3

equations in the latter case.

During high-load situations, the radiator will not

dissipate enough heat to retain tc3 at 40 °F. A signal for

this condition is a value of f outside its range of 0 to 1.

When this happens, the model and the variables must be

changed slightly. The model eq_ation RAD-5 is replaced by:

tc3 = tcl

The variable change is:

Input O_O for

As a result of these changes, all the Coolanol will flow

through the radiator and the outlet temperatura (tcl =

tc3) will be calculated. This result will be above the set
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point of 40 °F. A typical output list from TK!Solver is

given in table III for the case of 50_ load and a cabin

load of I000 Btu/hr.

Several case studies were run to encompass a range of

conditions to be tesL_d. =_y_=.........._ _._.._..... +_ ...... i+= ___

loop simulation with TK!Solver for radiation and cold plate

loads of O, 25, 50, ?5, and 100%. Temperatures at various

positions are listed, as well as the QI, Q2, and Q3 (heat

transferred in HXI, HX2, and HX3) ranges. A load of 100%

was calculated as overload with f specified as 0.0. TCI

and TC3 show radiator outlet and mixer valve outlets.

These two converge between 75 and 100% load. Beyond this

point, they physically must converge because the radiator

bypass is closed. Also, plotted are TWI, the lowest water

temperature in the loop (inlet to cabin heat exchanger),

TW6, the highest water loop temperature (outlet from cold

plates 2-5), and TAI, the cabin air temperature inlet to

HX2. Water and air temperatures are well behaved and

within nominal ranges.

A problem at low load is indicated by the very low

temperatures of TCI. The Coolanol fluid will become very

viscous below -50 °F and probably become a gel-like fluid.

This problem might be avoided by operating the mixer valve

to permit no more than 75% bypass, i.e., f!0.?5. A

"lowload" situation is achieved by simply setting f=O.?5.

This results in increased TC! but water may freeze in parts

of the loop.

Several schemes were simulated to improve the zero-

load case inorder to bring TCI above -50 °F. A I000 Btu/hr

heater at the radiator inlet increased TCI to the order of

-50 °F at f=O.75 (preset bypass fraction). But, the

Coolanol inlet to HXI (TO2) drops about !0 °F and

overchills water heading for the cabin exchanger. Another

possibility is to change the water flows WWI and WW2 at the

outlet of HX3 (bus interface). In the earlier

calculations, WWI was fixed at 114 Ib/hr. This value was

increased while WW2 decreased and improvement was noted.

TCl climbed to -58 °F with WWI at 320 ib/hr. However, this

appears to be as high as TCI will rise with this scheme.

Very good results were realized by employing a

regenerator heat exchanger between the radiator inlet and

outlet streams, figure This concept, including the

deletion of radiator bypass, was documented in technology

proposed for Skylab (6). The effect of a regenerator is to

permit total flow through the radiator at all times, thus

minimizing the heat load required to prevent freezing.
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St Input

I000

88

16

366

.45

40

709

24

52O

1

550

65

1024.5

114

406

1024.5

1024.5

1024.5

1024.5

MODEL SOLUTION:

I_ame

q2
tw2

twl
fa

pa
tal
ta2

dt2

qrn
wc

cpc
tc2

tc3

qrr

qra
tr

ar

tcl

f

ql

dtl

tw4

q3

ww5

cpw
tw6

tf2

wf
tfl

tw3

qcpl
wwl

tw5

ww2

qcp

qcp2
qcp3

qcp4

qcp5

TABLE III

Q2 = I000 Btu/hr, 507. LOAD

Output Unit

Btu/hr

49.370066 F

40.598137 F
cfm

psia

70.617136 F
60.937710 F

20.790021F

3372.9746 Btu/hr
ib/hr

Btu/ib-F

60.479505 F
F

4081.9746 Btu/hr

Btu/hr

25.326806 F

sq ft
-9.825893 r
.70870650 none

3372.9746 Btu/hr
3.2683862 F

70.185633 F

2749.5255 Btu/hr

Ib/hr

Btu/ib-F

75.473182 F

69.999137 F

ib/hr

F

58.356909 F

Btu/hr

ib/hr

67.592412 F

ib/hr

4098 Btu/hr

Btu/hr

Btu/hr
Btu/hr

Btu/hr

Comment

cabin air load HX2

water out HX2

GUESS water out HX2
cabin air flow

air inlet to HX2

GUESS air in to HX2

air out HX2

log mean del t_ HX2
net tad heat (+=out)

Coolanol flow

Coolanol heat cap
GUESS Cool. inlet

control valve set pt

heat reject by rad

i00_=1418 LOAD

avg tad temp
radiator area

Cool. outlet rad

fract flow bypass tad

HXI

log mean del t, HXI
water out HX3

HX3

water flow

water heat capacity
GUESS water in HX3

facility out temp

facility water flow

facility inlet temp
water out CP 1
100%=2049 LOAD

water flow HXI

water to CP 2-5
water flow CP 2-5

CP 2-5 total load

i00%=2049 LOAD
n
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This claim was tested by revising the computer model to

evaluate the regenerator performance theoretically without

radiator bypass. Example calculations (figure 4) showing

the effect of the regenerator vs. radiator bypass and other

hardware configurations are the subject of an MSFC-NASA

memo (7). (It is to De noted, however, that there

calculations were based upon the old loop configuration as

presented in the 1985 report (4)). This memo also

considers the use of a combined regenerator and regenerator

bypass valve. The regenerator would be operative at low

heat loads, but it would be bypassed at high loads in order

to gain the efficiency advantage of a hotter radiator.
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HEAT PIPE SIMULATION

A. THEORY

0riginal]y, heat pipes were simple tubes with an
annular wick next to the inside tube wall. Limitations in
heat flux, capillary pressure, pressure drop in liquid, and

pressure drop in vapor motivated development of alternative

configurations. A generation improvement was discovered by

separating the vapor and liquid channels, finding finer

wick structures, and machining axial or cJrcumferentiai

grooves to contain liquid in the evaporator and to enhance

capillary pumpdng. A step towards high performance was

suggested by Jim Owen of Structures and Propulsion

Laboratory, MSFC. His design consisted of 6 vapor channels

surrounding a central liquid channel, with a fine slot

connecting each vapor channel to the liquid (figure 5).

Heat would enter the outer tube wall, conduct into

circumferential (or axial) grooves, and cause evaporation.

The hypothesis was that special techniques, e.g.,

electrochemical or laser etching, could be employed to

create very fine slots connecting vapor and liquid

channels. If very f_ne slots and fine grooves were

achievable, a higher capacity heat pipe would result,

possibly even applicable to ground applications.

Liquid in a vapor-liquid-interconnecting slot has a

meniscus which creates a higher pressure in the liquid as

it evaporates (assuming perfect wetting):

Pv - = /ws ( )
where _= vapor pressure, N/M 2, evaluated

at T

_LS = liquid pressure in slot, N/M 2 '

d- = surface tension, N/M

Ws = slot w_dth, M

T = evaporator temperature, K

Liquid will also be situated _n the grooves on the wall of

the vapor channel. Assuming a v-shaped circumferential

groove, the ]_quid-to-vapor pressure difference is:

Pv - = (2)
where _&= liquid pressure in groove, N/M 2

_/@ = maximum groove width, M
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Vapor leaving the evaporator undergoes frictional pressure
drop (ignoring inertial and compressible effects), assuming
laminar flow: /2.

Pv-Pvc = 3_/a_mvL/(_vAvl>_'v) (3)

wh_ .D = ,,=_ p___n_e _n condenser, N/M 2vc "-= .....

vapor v_scosity, kg/M - s or

N-s/M 2

_¢ = vapor flow, kg/s

L = effective heat pipe length, M

_v = vapor density, kg/M 3

A v = vapor channel cross section, M 2

_HV = hydraulic vapor diameter, M

The effective heat pipe length, L, is taken as:

I

L= _ L_ , UA + _ LC (4)

where L_jLA, uC are evaporator, adiabatic, and
condenser lengths, respectively, M

The hydraulic diameter is related to the hydraulic area by:

b._ _ q A_ /WPv (5)
where _ = vapor channel wetted perimeter, M

For the l_qu_d channel, equation (5) simply is changed to

subscript instead of V.

Condensation occurs at constant pressure with no

curvature, so:

where _¢ =

surface

Pvc = P_c (6)

ilc:_:id pressure in condenser, N/M 2

Liquid,

frictional drop:
/

where the L subscripted variables are defined

to the V subscripted variables, and

returning to the evap(,rator v_a its channel has a

(7)
analogously

PL = liquid pressure _n channel adjacent

to evaporator
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Liquid rises in the slot to enter the evaporator. This

frictional pressure change is:

where [5 = slot length (usually equal to Le),
M

_5 = slot height (thickness), M

If the

then:

where

_,RE = as/act ratio parameter, = 24 for

Ws/Ls _ O

number of vapor oi liquid channels is not unity,

NVC =

= v_v " NVC

# vapor channels

(9) •

Finally, the heat flux is given by:

where _ = axial heat propagated through the

device, Watt

= heat of vaporization, J/kg

Equations i through 9 can be solved algebraically for the

unknown pressures and heat flux given the evaporator liquid

temperature, T, the heat pipe parameters, and liquid and

vapor properties. The condenser temperature is fixed by

the vapor pressure in the condenser, Pvc.

S . PROGRAM DESCRIPTION

A computer program was written to solve for unknowns

as described above. Originally, the computation was done

in BASIC to prove the concept. Only 30 lines of code were

required to solve for pressures and Q, given all fluid

properties and heat pipe geometry as inputs. At this

writing, the program is being converted to FORTRAN for use

on an IBM-AT. Regression equations (8) for fluid

properties are included in subroutine PROP. Water,

ammonia, acetone, and Freons will be included. Program

documentation will be available through EP44.

*The above analysis assumes a single liquid channel.
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C.

five cases with water as the fluid.

from the recent literature (9):

Total length = 2.03 M

Effective length = 1.575M

Ws = 0.00079 M

CASE STUDIES

The 6-vapor channel design with a central liquid artery was solved for

Typical heat pipe parameters were chosen

Hs = 0.003 M

Le = 0.305 M

La = 1.115 M

WG = 0.00025M

Lc = 0.610 M

Channel dimensions were taken from Jim Owen's design:

Dhv ffi0.0127 M Dhl ffi0.01016 M

Outer tube diameter (surrounding vapor channels) ffi0.0381M

The five cases were:

T, K (°C) Ws, M _ Comment

i. 313 (40) 0.00079 0.00025 Base case

2. 313 (40) 0.000395 0.00025 Ws is halved

3. 373 (i00) 0.000395 0.00025 T _=_ increased

4. 373 (100) 0.00000395 0.0000025 5 psi

capillary

pumping

5. 373 (i00) 0.00000395 0.0000025 Hs ffi0.00003 M

Given the temperature of liquid in the evaporator grooves (T), the saturated

liquid pressure is found from regression equations (or steam tables) and then

all other variables are solved by the program. The results are given in table

IV. At 40 °C, a water heat pipe is below optimum temperature. Peak axial heat

flux at that temperature is 68.6 kw by theory. Since in case 1 the predicted

heat flux is only 3.2 kw, this means that the groove and slot dimensions are

sub-optimal also. Halving the slot width, case 2, increases axial heat flux to

4.8 kw, while lowering the priming pressure (Pls -Plg, cm water) from 3.9 to

2.1 cm water. (These pressures and the model are calculated for zero gravity).

Case 3 has the smaller slot, but the temperature is raised to 100°C. This

raises the axial heat flux to 16.1 kw and further lowers priming pressure to

1.8 cm water. Proceeding to the ultimate goal, case 4 has a slot and groove

combinationo(reduced by 100x) which produces about 5 psi capillary pressure

(47,200 N/M_), but pressure drop in the slot is so large that the liquid flow

is retarded and Q drops to 0.76 kw. To reduce the slot pressure drop, the
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T, K

TC, K

Plg

Pv

Pvc

PIc

P1

PIs

ML, kg/s

APvap

APliq

Q,kW

QL, kW M

Prime A P

Turbulent

TABLE IV

CASE STUDIES OF HEAT PIPE SIMULATION

(Pressures are N/M2)

CASE NUMBER

I 2 3 4 5

313

314

7500

8060

7887

7887

7883

7883

0,0013

172

4.6

3.24

5.1

3.9

Vap.

313 373

314 372.7

7500 I00,000

8060 100,472

7713 100,193

7713 100,196

7706 100,174

7706 100,173

O.0020 O.00700

347 279

6.9 22

4.84 16.1

7.6 25.3

2.1 1.8

Vap. Vap., Liq.

373

384

i00,000

147,200

147,199

147,198

147,197

i17.327

0.00716

2

1.0

0.76

1.2

177

None

373

384

i00,000

147,200

143,836

143,835

143,588

117,327

0.02942

3364

247

67.2

106

177

Vap,Liq.
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height (Hs) was reduced by a factor of i00 (to 0.00003 H) in case 5, resulting

in Q rising to 67.2 kw. Hence, to reach a capillary pumping level on the order

of 5 psi, very special groove and slot dimensions are required, e.g., Ws ffi3.95

micron, Wg ffi2.5 micron, and Hs = 30 micron. At this point, manufacturing

techniques may be limiting, although it may be possible to use 2000-mesh screen

CONCLUSIONS

I. The thermal loop is constructed and preliminary checks are done. (Data

measured at Lockheed is not available at this time.) The tests appear to have

been successful.

2. Simulations of the loop have shown that it is well designed for its

purpose. It may have a low-load freezing problem, and the radiator may be too

small for high load situations.

3. Heat pipe calculations for 6-vapor channels with an external artery

clearly show the effects of slot and groove width and temperature on heat pipe

performance. The computer program is available on floppy disc for

IBM-compatible PC's.

4. A heat pipe capable of i00 kw flux at 5 psi pumping level will be feasible

only if wick or screen material is developed with dimensions of pores and

thickness in the micron range.

NOTE: Subsequent work by the author has uncovered the existance of turbulent

flow in the vapor channels (cases i, 2, 3, 5) and in the liquid artery (cases

2, 5). The results given in table IV reflect turbulent equations where

appropriate for flow and pressure drop. However, equations 3 and 7 above are

written only for laminar flow. Turbulent equations may be found in fluid

mechanics texts or reference (8). The computer progremhas been ammended to

check for and handle both laminar and turbulent flow.
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Figure i. Schematic of thermal loop with variable symbols

corresponding to TK!SOLVER model.
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2050 Btu/hr

COLDPLATE i

72 °F
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8200 Btu/hr
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Figure 2. Typical heat flows in water and radiator lecp& (100% load).
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Simulation of heat load effect on loop temperatures.
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0U TE R ____ _---_.__{ __.
TUBE _- _-_

SLOTS/_

VAPOR
/

I GROOVES

CIRCUMFERENTIAL CONDENSER

GROOVES

/ __5_" LIQUID

EXTERNAL ARTERY

VAPOR

GROOVES -'_

_"'__.......EVAPORATING LIQUIDk IN GROOVES

SLOT 0 "_LIQUID FLOW
_EVAPORATOR

Figure 5. Top: 6-vapor channel heat pipe with external

liquid artery. Middle: external artery with circumfer-

ential grooves. Bottom: blowup of slot and grooves.
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ABSTRACT

Current operations planning and analysis practices on NASA/MSFC

Phase B projects were investigated with the objectives of (i)

formalizing these practices into a handbook and (2) suggesting

improvements. X--he study focused on _^"_. ,_4_-_ =ha _nq_neerin_.

(S&E) Operational Personnel Support Program Development (PD)

Task Teams. The intimate relationship between systems

engineering and operations analysis was examined. Methods
identified for use by operations analysts during Phase B

include functional analysis, interface analysis, data flow

diagrams, mission timelines, and specialty analysis methods to
calculate/allocate such criteria as reliability,

maintainability, and operations and support cost.

Conclusions are that at NASA/MSFC, S&E operational activities

during Phase B may be characterized by:

i) Phase B operations planning and analysis based on

experienced judgment.

2) Operations and servicing concepts and criteria not

sufficiently developed/represented on task teams, although

contractor efforts in these areas are adequate.

3) ELI2 has limited formal methods/data bases/procedures

in-house to cross check contractor claims, estimates, and

Recommendations are to:

I) Develop operations analysis data bases, methods, and

specialists to adequately staff each Phase B task team.

2) Give operations and maintenance personnel an equal level of

authority to system engineering on these teams.

3) Conduct formal operational studies prior to or early in

Phase B in order to define operational and maintenance

concepts prior to system configuration studies.

4) Assure operational effectiveness criteria and personnel are

integrated into each Phase B task team.

5) Upon receipt of Phase B reports, use formal and
structured in-house methods to validate contractor

findings.
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INTRODUCTION

Major system acquisitions by NASA are conducted under the
guidance provided In NASA Management Instruction 7100.14A,

NASA's implementation of the guidance specified in the well-known
OMB Circular A-i09. The te_i ....=L_= _ ...._=_-c^-- _ _o

step in the system acquisition process following Mission Need

Determination and preceding Full-Scale Development (see Figure

i). Phase B studies may be done in-house, in parallel with one
or more contractors, or by contractors only. The purpose of

Phase B studies are to establish technical feasibility, to
estimate costs and schedules, and to establish confidence that

a design concept has progressed far enough into preliminary

design that NASA can commit to full-scale development. Thus,
Phase B is the critical transition from task team to project
office. 80-90% of the critical parameters (life-cycle cost,

mission reliability, etc.) are determined during Phase B,

although only 10-20% of the engineering effort will have been

expended. It is therefore absolutely necessary that mission

operations and operations effectiveness criteria be adequately
considered during Phase B.

Prior to Phase B, the mission development process is highly

unstructured and documentation is generally uncontrolled, i.e.

mission documentation consists of a set of memos, operational

concept papers, and NASA center rv_..-_°_ =_=_0_-=---....._h, _nlv....

formal document is the required Mission Need Statement which

includes the following operations oriented sections:

b. Mission Purpose
c. Existing Capability

f. Value or Worth of Meeting Need

h. Operating Constraints

Engineers in ELI2, Operations Planning an_ Analysis, who are

assigned to participate In a Phase B Task Team therefore are

generally asked to either produce planning documents and/or

evaluate contractor studies under the following limitations:

• little program-speciflc operational data.

• limited historical data, unless the current system is
similar to a previously developed system.

• no formal methodology to perform their role, l.e. no

standard methods to perform the functions of planning,

structuring, analyzing, and deciding.

Further complications for the 0perations-oriented engineer in

Phase B are due to the nature of space activities and the way

NASA operates as an agency:

• mission operations are 5-10 years in the future.

• segments and elements of a mission are widely dispersed

geographically.
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responsibilities for mission and system development divided

among NASA centers, various contractors, and various users
(e.g., scientists, faculty, military).

At Marshall Space Flight Center (MSFC), mission operations

responsibility has changed hands a number of times in the past
twenty- five years• At one time, there was a program office

called Mission Operations which handled all activities

was abolished and all mission operations was moved to the

Science and Engineering Laboratory but with responsibility

divided• Data management went to a Data Management Division
and the remainder went to Systems Analysis & Integration

Laboratory (SA&IL). After a few years, the data management and

mission operations functions are together again but at a lower
level, that is, the Operations Division.•

The role of MSFC mission operations has also changed. In the

early days, the missions were few and the center was in a

support role to Johnson Space Center (JSC). Since 1980 the

center has had a more active mission operations role beginning

with the Spacelab. The center now has the capability to

control science and experiment missions from Huntsville•

The key principles which should guide the development of an

Operations Planning and Analysis Handbook are these:

I • Any system NASA procures and eventually flies has a dual

nature, technical (hardware and software) and social

(humans--their organizations, responsibilities, roles, and
role relationships). Thus, system design and operational

design must occur simultaneously.

• Baselines must be established early in Phase B and

controlled/expanded through later phases. There are at

least three types of baselines: program, system,
operations. For systems to be maintained on-orblt, the

support concept of Phase B becomes part of a logistics
baseline•

• Requirements flow from top-level mission needs/objectives.

Both technical and operational requirements are derived by

a continuing iteration between operations analysis and

system design (Figure 2) at each level of the system

hierarchy•

• Each requirement should be traceable back to its source,

with access to supporting analyses, policy decisions,

reasoning, etc.

So Each operational requirement should be documented:

derived, how allocated, how to be verified•

how
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e

In design decisions, operational effectiveness criteria are

of equal significance with programmatic criteria(

acquisition cost, schedule and risk) and system performance
criteria (weights, data rates, pointing error, etc.).

Operations effectiveness criteria include:

• reliability

• maintainability

• safety
• quality,inspectability, producibility

• supportability (if applicable)
• contamination control

• manability, repairability

• operations and support (0&S) cost

Appropriate emphasis on operational effectiveness during

Phase B can save NASA money and improve programs stability

by:

• reducing design changes

• reducing training complexity
• reducing risk of cost/schedule overruns
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OBJECTIVES

The objectives of the study reported here were to:

i. Determine the nature of mission operations analysis

performed by NASAIMSFC during Phase B studies:

E t i%t - _ ;'-°

b. Output of studies

c. Methodology

d. Interaction with systems engineering organizations in
SA&IL and on PD task teamslproject offices.

e. Interaction with program planning, especially the

development of operational schedules and O&S cost
estimates.

• Identify ways to improve communications of and emphasis of

operational concepts and criteria during Phase B:

a. In-house, among various MSFC organizations and people

b. Among NASA centers
c. To and from NASA contractors.

. Identify opportunities to use formal scientific methods to

increase the rigor of:

a. interface definition, analysis,and control

b. allocation of functions and _esponsibilities to

elements of the social system
c. resolution of conflicting objectives

d. quantifying the probability that mission objectives
will be met.
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RELATION OF OPERATIONS TO SYSTEM DESIGN

Large technical organizations such as NASA, according to

sociotechnical systems theory, are best understood as a complex

interaction of technical and social factors engaged in

transforming inputs to achieve desired outputs. More
precisely, the technical system consists of the means (i.e.,

hardware, software, procedures) by which the people tranform
the inputs. The social system is the adaptive, mediating

device between the limits and capacities of the technical

system and the requirements of environment. The technical

system is only adaptive in a limited range, and redesign is

required to perform unanticipated functions or functions in

different orders or environments than planned. The response

modes and means for adaptation of the social system must also

be designed--not established on an ad hoc basis and not as a

fall-out of technical system design.

OPERATIONAL DOCUMENTATION INITIATES DESIGN PROCESS

Operations documentation at a specific phase of a NASA project
specifies what the organization knows about ends-means

relationships in the system and adaptive processes to be used

to control the system. The first half of Phase B is often

called conceptual design (or feasibility analysis). The

product of conceptual design is called a technical baseline and

typically consists of:

l.

2.

3.

A System Operational Concept

A System Maintenance Concept

A Preferred System Configuration

a. Functional Configuration (Set of functional block

diagrams)
b. Preliminary sizing/physical characteristics

A common problem in systems engineering is that system

configuration studies are initiated prior to definition of

operational and maintenance concepts, receive much more

manpower and management attention, and fail to properly

consider operational/maintenance criteria in decision-making.

Two ways NASA can avoid this dominance by the configuration
studies are to either:

I. Provide Phase B contractors with a good Preliminary System

Operational Concept (PSOC) document at the beginning, or

. Require contractors to fully develop operaticnal and
maintenance concepts in parallel to, or slightly ahead of,

configuration studies.

There is no standard format for a PSOC, although there are

generally accepted rules for what make up an operational

concept, a maintenance concept, and an organizational concept

during conceptual design. We discuss the contents of these
three concepts briefly.
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An operational concept defines how the system will be deployed

and used, and should include:

• Mission definltion--prime operating mission of the system

along with alternative or secondary missions, defined
through one or a set of scenarios or operational profiles•

..... ............. of thePerform&nee --4 _ .-

operating characteristics and functions of the system in
broad terms.

• Operational deployment and geographic
distribution--identification of quantities/slzes of

facilities, equipment, personnel along with transportation,

mobility, and communication requirements.

• Operational llfe cycle--antlcipated system llfe, total

inventory profile, assignment of units to bases, etc.

. Utilization requirements--utilization rates, on-off

sequences, cycles per year, etc.

• Effectiveness factors--system requirements specified in

terms of operational effectiveness factors such as mean

time between (MTBF),maintenance man-hours per operational

hour (MM_/0H), operator skill levels, safety, and so on.

• Environment profile--for mission =o ....I_ +_=_r_a_nn_ w_ _S v_.•_._-_------- r

handling, assembly, storage modes.

The maintenance concept defines how the system will be

supported throughout its life-cycle. It delineates:

i• The levels of maintenance support envisioned (e.g., most

USAF systems use three levels: operational, intermediate,

and depot)•

• Repair policies--which items will be replaceable, which

items will be replaced regularly and which only upon

failure; which removed items will be repaired and which

discarded; who will be responsible for each maintenance

activity• The repair policies at Phase B are by no means

fixed, but must be assumed in order to proceed with design;

they are amended later•

D Maintenance environments, e.g. weightlessness, temperature,

lighting, etc.

. Maintenance effectiveness measures including maintenance

costs, maintenance skill levels, test equipment reliability

and quantities, supply responsiveness, etc.
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The maintenance concept serves two important purposes:

l. It is the baseline for the establishment of supportability

requirements and features in the configuration design

activity.

e It is the starting place for establishing the logistics

support requirements for the system. The maintenance
concept, supplemented by logistics support analysis, leads
to identification of the maintenance tasks, skill levels,

equipment, supply support, facilities, and data.

Early NASA operational documents (often called a preliminary

mission operations plan) tend to be heavily oriented toward the

organizational concept for procuring, testing, and operating
the system. Organization structure, responsibilities, and

interfaces are specified. Some discussion of manning, e.g.

contractor vs civil servant, is provided along with

communication and control process top-level descriptions.

These organizational details are certainly necessary for both

NASA and the contractor, but should not be considered as

sufficient input Of NASA operational personnel to Phase B
studies.

The term System Concept is usually synonymous with the

"preferred system configuration" we listed as the third output

of conceptual design. One other concept type important to NASA
is that of an End-User Concept which defines, in preliminary

terms, how the end-user of the system will use the productive
output of the system. For example, the Science Operation

Concept for AXAF, or the Military Operations Concept for a

military force delivered to the front-line by a C-130 aircraft.

OPERATIONAL CRITERIA INFLUENCE DESIGN DECISIONS

As shown in Figure 3, operational criteria must be considered

in design decision-making. Other types of criteria are

programmatic (acquisition cost, schedule, and risk) and

performance (range, speed, timing, pointing error, data
transfer or error rates, etc.), neither of which adequately

address operational effectiveness--how well will the system,

segment, element perform its ruination during a mission. Among
the operational criteria that may be appropriate for a given

design decision are:

• reliability, maintainability, availability

• safety

• inspectability, producibility

• supportability

• operations and support (0&S) cost

• habitability (long-term human occupation),man=bi!ity
• contamination and corrosion control
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It is significant to note that all of the _bove criteria
reflect either man-machine interfaces or machine-envlronment

interfaces. Trade-offs at the man-machine interface

occaslonally drive design in those cases where mission-crltical

timing or safety are potentially threatened. It is also

important to note that design decisions not only involve
trade-offs among operational criteria, but also across criteria

types. Classic examples would be trading O&S cost for
acquisition cost, or performance for reliability or safety.

OPERATIONAL PLANS ARE GROUND RULES FOR DESIGN

Phase B design studies take a proposed system from conceptual

design to roughly half-way through preliminary design. Design

is based on assumptions, constraints, and requirements which

are documented in a group of formal planning and requirements

documents. The documents produced by systems engineering are
hardware/software oriented and typically include the word

"requirement" in their title. The documents produced by

operational personnel may be called either plans (how
operations will be conducted) or requirements documents. One

possible view of the interaction between systems and

operational documentation during Phase B is shown in Figure 4.

Note that these documents are all preliminary to a Preliminary

System Specification, which is usually included in the RFP for

Phase C/D procurement.
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METHODOLOGY FOR OPERATIONS PLANNING ANDANALYSIS

Engineers at NASA/MSFC are involved in three types of Phase B

operations planninq by virtue of their assigned projects,
existing facilities, and interfaces required with the other
NASA u_nte_s;

• Mission operations planning

• Ground/C3 segment operations planning
• Payload/POCC element operations planning

To support these planning activities, and to support the system

design process, there are three generic types of analyses that

may be conducted during Phase B:

• Interface Analysis

• Functional and Timeline Analysis

• Operations Effectiveness Analysis

We will briefly discuss these planning and analysis activities

in turn, with the objective of identifying methodology that can

be used to accomplish each.

MISSION OPERATIONS PLANNING

Mission Scenario Development is the earliest method used by

operations planners. Various aspects of the total mission and

its environment are described, such as orbital destination,

time-frame, equipment, launch and landing site, duration,
mission constraints, estimated crew size and make-up, and so

on. One or more mission profiles are prepared, which is a

"plan to" mission timeline that can be used by various program

and engineering organizations. In Phase C/D, mission profiles

are modified into preliminary mission timelines in the form of
STS timelines and payload timelines.

Flight phases (ascent, orbit, deployment/retrieval), maneuver

sequences (rendezvous, orbital adjustments, deorbit), and crew

activity block designation are part of early Fliqht Deslqn.

Aspects of flight performance are estimated including

trajectories, consumables usage, attitude and pointing,

navigation, and deployment/retrieval sequences. Analysis of

electrical, communications, maintenance, lighting, and
environmental needs lead in Phase C/D to decision on whether to

include various flight kits.

The use of Lessons Learned is important in mission planning.

For example, a Spacelab 3 Lessons Learned was published in

September 1985 and will be used to plan subsequent Spacelab

mission and support activities. Finally, the use of Checklists
is a common practice in the early mission planning. The ELI1

division manager has a Phase B mission operations checklist

which touches in some detail upon the following

criteria/watchsigns:
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• End-to-End Test
• Sensitivity to variations in natural and induced

environments
• Independently functioning systems/payloads
• Interlocks to prevent equipment damage due to improper

human procedures
• Automatic motor cutoff whenever restrained by mechanical

contact

• Alignment markings for when multiple orientations exist

• Automatic onboard checkout/diagnostics
• Commonality

• Minimize training

• Maximize maintainability

• Maximize flexibility
• Notification of automatic switchover

• Monitoring of system status and notification of failure

• Minimize sensitivity to contamination
• Notification of low levels of consumables

• Avoid irreversible characteristics

Note that at least half of these deal with interfaces.

QP_I_I4_3 SEGMENT OPERATIONS PLANNING

These activities are conducted jointly by one or more NASA

centers, often with reviews/inputs from Phase B contractors.

For example, on AXAF the Mission Operations Plan (MOP) evolved

by review/revision cycles'at MSFC, GSFC, Lockheed, and TRW.

The Ground/C3 Segment of a NASA misson includes: all

ground-based mission support facilities, computers, software
and procedures; the organizations which uses the above

hardware/software to support/control the mission; and the

ground-based and orbiting relay elements. This explains why

the MOP is so heavily oriented toward organization structure

and responsibility, data flow and use, and command, control,
and communication (C3).

Formal methods are available for developing MOPs. The first is

Organizational Design methodology which has evolved over the

past 20 years. This methodology addresses the problem of

specifying strategies for generating and distributing

information within the organizatlon so as to facilitate

effective decision making. Specific stategies for

technically-oriented and highly complex organization such as

those which conductNASA missions have been developed. They

emphasize two critical points:

combining bits and pieces of other organizations to meet a

new need is no alternative to rational organizational
design

organizations and their misson have a technical side and a

human side, whether at the organization, group, or
individual work level.



It is interesting (frightening?) to realize that most technical

organizations in the U.S. are designed by engineer or
scientests with no training in organizational design. Also,

most technical systems are designed with operations and human

criteria having limited impact on early decisions.

A second method for MOP development is the Structured Software

Specification methodology of Yourdon, specifically data flow

diagrams (Figure 5), data dictiona_ .... _...._....; =,,I_o_ =_
decision tables. Recent advances have been made in structured

methods for specifying real-tlme systems such as NASA uses
during missions (see Mellor and Ward).

Finally, techniques of _3 Design may be applicable to the

planning of NASA missions, especially those with much

automation. C3, of course, is part of every system regardless

of size, providing a means of direction; coordination, and

tasking. NASA missions involve highly complex forms of C3

because segments and elements are located throughout the world,
because of time-critical activities on-orbit, and because of

the overall emphasis on safety on manned missions or while '

manned spacecraft are nearby. C3 network engineers should

model the mission and calculate high-level effectiveness
measures such as network reliabilities, data rates, bit error

rates, data queue lengths at nodes, etc.

Mission operations are the set of mission functions allocated
to humans. These operations are allocated either to the

ground or flight segment, and through timeiine and task

anaylses result in performance specification for the C3
elements, which include the Payload Operations Control Center

(POCC). Other elements are typically a communication element,

a processing element, and a dissemenation/archiving element.

Analytical techniques to support C3 operations planning
include:

Functional analysis--leveled flows of activity

Functional allocation of timing, performance, and error

budgets
Interface Analysis

PAYLOAD/POCC OPERATIONS PLANNING

This planning is in anticipation of payload crew operations,

POCC operations, and payload data management. For manned

missions, payload crew operations which must be planned are

flight specific procedures, mission dependent training, flight

data file preparation, and conduct of on-orbit mission

activities. This planning during Phase B is quite limited--

developing crew functional flows, preliminary timelines for

entire experiments, and crew schedule only to enough detail to
estimate payload crew size. Preliminary estimates of training

requirements, including new facilities, may be developed during
Phase B.
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For unmanned mission, the Payload/POCC operations planning

during Phase B is much more critical. The elimination of the

human and the dependency on automation reduces flexibility,

while increasing safety. Reliability generally increases with

automation because of repeatability and redundancy which is

designed in. Ground-controlled or automatic operations and

data analysis now occupy a central role in the mission. The

effectiveness of the entire mission is (for unmanned missions)

deeply rooted in the decisions made during phase B. U_ten

these decisions are management and organizational in nature,

and must be wisely made to assure success mission operations,

mission data capture and processing, and science data

distribution and archiving. Planning for the ultimate

scientific use of the mission data is much more significant

than for manned missions with attached payloads. The data

manaqement function (acquisition, analysis, distribution, and

archiving of data) replaces the safety of _ayload operations as

the primary mission planning concern.

POCC operations planning (manned or unmanned mission) during

any Phase B involves definition and preliminary resource

scheduling/estimating. POCC tasks for the mission must be

defined. Organization and operations/data interfaces are

defined. Organization structure is defined only to a level to

permit sizing the facility and the quantity and job categories

of personnel. These preliminary POCC documents support NASA

budget requests and also are supplied to contractors as part of

the mission operations data.

INTERFACE, FUNCTIONAL, AND TIMELINE ANALYSIS

Interfaces arise in all design activities as top-down design

hierarchies subdivide the system into subsystems, assemblies,

subassemblies, etc. and as top-down functional allocations

subdivide human activities into smaller and smaller packages

to the job, task, and step level. The interfaces most

appropriate for Phase B operations personnel to analysze are of

these types:

organizational

data/functional

man-machine

Analysis of organizational interfaces is critical to NASA

mission planning when one considers the complexity of these

interfaces:

NASA/Systems Integration Contractor

Contractor�Subcontractor�Suppliers

Intra-NASA

- Program/Project
- Center#1/Center#2
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A useful tool for organizational interface analysis is the _2

Chart, orginated at Bell Labs and developed by R. Lano at TRW.
The N2 chart concept is illustrated in Figure 6 for a NOAA
Ocean Surveillance Satellite (0SS). The organizational

elements are displayed on the diagonal of an NXN matrix, with

the (I, J) position occupied by information/commands element J
receives/requires from element I. As can be seen in Figure 7,

control loops, critical functions, complex interactions, etc.
can then be discerned. Such a chart developed from the AXAF

MOP shows the critical function played by the Science

Operations Center (SOC), with its interfaces to both the P0CC,
the scientific users, and the NSSDC.

Interface definition is a critical part of the C3 design

process. At the top level, interfaces can be defined
generically (telemetry, schedule request, engineering data,

etc.). Detailed quantification (data rates, quantities,
formats, etc.) is required as design proceeds in order to

establish throughput and computational performance

requirements. Information interfaces can initially be defined

by N2 charts, later in interface requirements documents, and

finally in interface control documents (ICDs). Functional
interfaces are documented in requirements specification

documents as they are identified in the system design process.

As the total system is decomposed into functional areas,

interfaces between areas appear. These may be physical,

operational, or both (man-machine) but are usually
characterized by transfer of energy or data, or by procedures

with data requirements.

We have already mentioned data flow diagrams for defining data

interfaces between elements or processors. A related method

used to define and analyze man-machine interfaces are

Functional Flow Diaqrams (Figure 8), which are function-

oriented as opposed to hardware-oriented. They provide a

time-sequenced understanding of the total operation of a system

or payload, serve as a basis for development of operational and

contingency procedures, and pinpoint areas where changes in

Operational procedures could simplify the overall system

operation. Timeline Analysis (Figure 9), is a companion
methods to functional flow diagrams, which only show sequencing

of tasks and not timing. Task Analysis takes a composite or
related activities (a task) and breaks it into discrete actions

of liminted nature (sub- tasks), and and these into task
elements (actuate a control switch, read a dial, interpret a

signal, etc.).

Finally, man-machine interfaces may be analyzed by Physical
Models, often only soft mockups (or perhaps plywood) during

Phase B. These are used to:

identify operational contraints

verify predicted capabilities, such'as response times
locate controls, harnesses, access holes, foot holds, etc.

establish maintainability characteristics

safety analysis
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0PERATIONSEFFECTIVENESS ANLAYSIS

During conceptual and preliminary design, there is a natural

tendency to permit design decisions to be driven by either

performance, or acquisition cost. To counter this tendency,

operations and support considerations must be consciously and

constantly emphasized sn that a balanced design approach will

emerge. How to achieve this emphasis is a real challenge at

NASA/MSFC, given the specialization of engineering disciplines,

the general unavailability of engineers to work on Phase B Task

Teams, and lack of a strong heritage of operations

effectiveness analysis at this center.

A measure of effectiveness is a math variable that measures how

well a system performs (will perform) its intended function in

a given operational environment. Operational effectiveness is

the probability that a system can successfully meet an

operational demand within a given time when operating under
specified conditions. Operations effectiveness analysis is the

use of math models to predict operational effectiveness in

advance of actual operations and often prior to operational
test/simulations.

In phase B, reliability and maintainability (R&M) are the
earliest measures for which estimates are needed, because:

io Reliability of hardware in closely linked with ultimate
mission success.

2. R&M are drivers in design decisions.

. R&M are 0&S cost drivers, and 0&S costs are typically from

1/3 to 2/3 life-cycle cost.

Three system-level models which are critical for Phase B

studies at MSFC are: (i) a system reliability model; (2) a

system maintenance model; and (3) an 0&S cost model. Human

factors models to predict manability/habitabillty measures are

important for manned payloads. For unmanned payloads that will
be serviced on-orbit, human factors criteria are accessability,

repairability, safety, and contamination control.

Manufacturing, while not part of operations, is part of Phase

C/D and must be planned for in Phase B. Unless criteria such

as producibility and inspectability are considered by Phase B

engineers, cost and schedule overruns and quality control
problems are created.

Above all, it is emphasized that engineering specialties and
their associated effectiveness criterialmodels must be

integrated into the Phase B task team activities. They may be

considered part of systems engineering or given co-equal status

to systems engineering and called product support or operations

effectiveness, reporting directly to the chief engineer. Their
role is to define requirements in their area, conduct analyses

in support of design, and participate in design reviews.
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NASA SUPPORT DOCUMENTS FOR OPERATIONS PLANNING AND ANALYSIS

The following documents are available in ELI2 Branch to support

Phase B operations planning and analysis activities:

JA-063 Payload Mission Operations Plan (Generic)

JA-447 Mission Requirements on Facilities, Instruments, and

Experiments

JA-053A POCC Telemetry Standards

JA-455 Integrated Payload Training Plan

JSC-14433 POCC Capabilities Document (2 Volumes)

JSC-07700 Space Shuttle System Payload Accommodation
(Volume XIV)

NHB Safety Policy and Requirements for Payloads Using

1700.7A the Space Transportation System

MSFC Plan HOSC Functional Requirements and Implementation
904 Plan

Unnumbered Space Transportation System User Handbook

JSC

JSC-13000

JSC-11123

JSC-13830

JSC-I0615

JSC-14046

ESA SLP!

2104

GSFC STD

101.2

JSC-11804

GSFC

STS Flight Operations Baseline Operations Plan

STS Flight Assignment Baseline

Payload Safety Guidelines Handbook

NHB 1700.7 Supplement. Implementation Procedures

for STS Payloads Safety Requirements

Shuttle EVA Description and Design Criteria

Payload Interface Verification Requirements

Spacelab Payload Accommodation Handbook

TDRSS User Guide

Payload Operations Control Center for Attached

Payloads

Payload Operations Control Center for Earth-0rbiting

Automated Payloads
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CONCLUSIONS AND RECOMMENDATIONS

Phase B studies are conducted from five to ten years prior to

operations, making operations planning and analysis a difficult

activity with many unknowns and little data. Hence it is
natural that NASA/MSFC relies on experienced operational

inputs/evaluations during Phase B. The process used is a
write/review/rewrite cycle within NASA/MSFC and among NASA

centers, using checklists, knowledge of existing facilities and

capabilities, and experience on previous programs. Few data

bases and quantitative methods are presently available to

working-level NASA operations analysts to conduct Phase B

operations planning and analysis activities.

Operations and servicing concept definitions, and

inputs/evaluations by operations/maintenance specialists are
considered part-time supporting roles to the Phase B task team,
where the emphasis seems to be on systems engineering and

configuration definition. Technical feasibility is often in

question on NASA future missions; this justifies to some extent

the preoccupation with sizing, performance, and
technology-related issues in Phase B. Operational assumptions,

groundrules, and guidance may evolve in conjunction with these

systems studies with unfortunately little or no supporting

analysis, especially with regard to cost and effectiveness of

alhernatives (be they alt rnativ i -_ _...._" _- _=_

options). Contractors do appear to be devoting adequate

attention to operations and operations effectiveness criteria.

However, NASA is not doing in-house studies to cross-check and

verify contractor decisions--ELl2 currently does not have the

data bases, methodology, or personnel assigned to perform such

analyses. Cross-checks are therefore conducted via
telephoned/written clarification from the contractor. Some

ELI2 personnel likely have the potential to be outstanding

effectiveness analysts for conceptual design, if they are given

this career option.

Recommendations are to:

I) Develop operations analysis data bases, methods, and

specialists to adequately staff each Phase B task team.

2) Give operations and maintenance personnel an equal level of

authority with systems engineering on these teams.

3) Conduct formal operational studies prior to Phase B; or,

require contractor to conduct them early in Phase B in
order to define operational and maintenance concepts prior

to system configuration studies.

4) Assure operational effectiveness criteria and personnel are

integrated into each Phase B task team, especially as the

affect design decision.
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5) Upon receipt of contractor Phase B reports, utilize
in-house methods to cross-check/validate contractor claims

and estimates.

Organizational changes which may be necessary to implement the

above recommendations are given in increasing level of change:

i) Require more emphasis on operations in Phase B either by

emphasizing stronger integration of systems engineering and
ELI2, or by making operations/maintenance a co-equal level

with systems engineering on all task teams.

2) Hire operations effectiveness engineers into ELI2 and give

them the charter/resources to develop computer-assisted

methods to support Phase B Teams.

3) Create an operations effectiveness group within ELI2.

4) Create a mission logistics group in ELI1 or EG01 to

perform:

a. maintainability analysis

b. spares policy studies
c. logistics support analysis
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ABSTRACT

Redesign of the Space Shuttle Solid Rocket Booster has
necessitated re-evaluation of the material used in the field

joint O-ring seals. This research project was established
to determine the viscoelastic characteristics of five

candidate materials. The five materials are: two

fluorocarbon compounds, two nitrile compounds, and a silicon

compound. The materials were tested in a uniaxial

compression test to determine the characteristic relaxation
functions. These tests were performed at five different

temperatures. A master material curve was developed for

each material from the experimental data° The results of

this study are compared to tensile relaxation tests.

Application of these results to the design analysis is
discussed in detail.
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INTRODUCTION

The accident involving the Space Shuttle Challenger
on mission 51-L has generated a tremendous effort to

evaluate the cause of the failure and to develop means for
preventing a reoccurrence. The evaluation of the failure is

essentially complete. The results of that evaluation [i]
have indicated that the primary cause of the accident was

the failure of Solid Rocket Booster (SRB) field joints to

completely seal. This allowed exhaust gases to escape thru

the side of the booster and led eventually to the rupture of
the External Tank (ET). The "Report of the Presidential

Commission on the Space Shuttle Challenger Accident" [I]
goes into considerable detail in reviewing problems

associated with the SRB field joint. These joints are now
the primary focus of the SRB redesign effort.

The SRB field joint is sealed by use of a set of

O-rings, putty, and grease. The set of O-rings are the

primary seals, with the putty and grease acting to protect

of elastomeric, or rubber like, materials. The O-rings in

the field joint are no exception. They are made of a

fluorocarbon based rubber. The behavior of elastomers is,

in general, nonlinear, viscoelastic, and temperature
dependent. The temperature dependent behavior of the

elastomer used in the field joint O-rings has been cited as

a contributing factor in the accident. An aspect of the SRB
redesign effort is the evaluation and selection of a

material for the O-ring. As part of this process studies
are being performed on several candidate elastomeric
materials. Some of these studies are directed toward

assessing the temperature dependent behavior of the
materials.

The goal of this study is to provide the redesign
process additional information with which to select a

material to be used in the field joint O-rings. This study
encompasses testing which will produce information about the

time and temperature behavior of the candidate materials.
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OBJECTIVES

I.

•

The objectives of this study are:

Characterize the viscoelastic behavior in compression of
five elastomers which are candidate materials for the

field joint O-rings.

I.i The five materials to be tested are: V747-75, a

modified fluorocarbon rubber (This is the

baseline material currently in use.); V835-75, a
modified fluorocarbon rubber; N602-70, a nitrile

compound; Arctic Nitrile, a nitrile compound;
and $650-70, a silicon compound.

1.2 Develop the methodology for determining the

viscoelastic response of the elastomers in

compression.

Review the methodology to be used in the design of

systems which incorporate viscoelastic materials.

2.1 Discuss the constitutive equations to be used.

2.2 Discuss the methodology to be used in the

evaluation of the constitutive equation under

simple loading conditions•

2.3 Discuss application of the results from the

first objective to the design process.
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METHODOLOGY

The majority of the test methods available for the

characterization of the viscoelastic behavior of materials

are based on either a uniaxial tension or shear deformation.

The deformation state in an O-ring is very complicated.

There are tensile stresses along the axis of the O-ring,

shear stresses applied in several directions on the surface,

and compressive stresses acting through the thickness. For

the purposes of design analysis it may be sufficient to

assume that the magnitude of the compressive stress

dominates the other stresses. Therefore, the applied

stresses can be modeled as uniaxial compression. This then

necessitates knowing the behavior of the material when

loaded in compression.

The Rheometrics Dynamic Spectrometer (RDS) has the

capability of performing a large number of different tests

for the characterization of viscoelastic materials. Some of

these tests can be used to determine the dynamic, or

comp!exs modu!i of a visc_!astlc solid or f!_id_ Other

tests can be performed to determine the stress relaxation

modulus of a viscoelastic solid or fluid. In this study,

the primary objective is to determine the compressive

relaxation behavior of the candidate materials at various

temperatures. While the RDS has the capability of operating

in compression, the system and data acquisition program do

not have a dedicated uniaxial compression test fixture or

procedure. For these tests the parallel plate test fixture

was adopted for use as the uniaxial compression fixture.

The uniaxial tension mode of the RDS was used for data

acquisition and reduction.

The tests were performed over a range of

temperatures. This was done for two reasons. First, for

the design process it was desired to have the stiffness, or

modulus, characterized over a range of temperatures from

-20°F (-9.4°C) to 140°F (50.9°C). Second, an objective of

the characterization process was to develop a so-called

master stress relaxation curve. This requires knowledge of

the relaxation behavior at various temperatures.

For each of the materials, five samples were tested

at five different temperatures. The five temperatures used

are -20, 0, 20, 40, and 60°C. For V747-75 the lowest

temperature used was -10°C instead of -20°C. This change

was made because at a temperature of -20°C the material was
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so stiff that a one percent strain caused the load

transducer to overload.

In these tests the specimens where taken from O-ring

stock. Lengths of the O-ring stock were cut, and then the

lengths were then machined by turning on a lathe. This

operation was performed to produce specimens which had flat

ends and a regular, or square, geometry, such that the ends

were perpendicular to the axis of the cylinder. The nominal

diameter of the specimens is 7.14 mm. The lengths varied

from 6.5 mm to 8.9 mm.

The geometry of the specimen was selected for

several reasons• First, a sample with a square or

rectangular cross-section develops stress concentrations at

the corners when loaded by large strains. Samples with

circular cross-sections do not have this problem. Second,

O-ring stock with a circular cross-section was available.

Third, the machining of a circular shape from flat stock is

difficult at best, with relatively large dimensional flaws.

Fourth, the length of the sample needs to be of the same

order of magnitude as the diameter, or larger, to reduce end

effects.

The procedure for the tests is as follows:

i. Soak the test specimens at the test temperature• The

length of the the soak at each temperature was a minimu_

of one hour.

• Measure the dimensions of the specimen prior to the
test.

3. Place the specimen at the center of the lower parallel

plate.

• Lower the upper plate onto the specimen. The position

of the upper plate was adjusted to the point where there

was no load (zero dynes) registered by the load cell.

• Apply a step strain in compression of magnitude

one percent for a period of 1000 seconds. Set the four

sampling zones of the RDS at I, 9, 90, and 900 seconds.

. Process the load - displacement information obtained

from the test with the RDS "RECAP2" data acquisition

program.

After the tests were completed the data was reviewed

and an average stress relaxation function was computed from
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the five samples at each of the five temperatures. From
these average stress relaxation curves a master stress

relaxation curve was constructed• The procedure used in

constructing the master curve is as follows:

i• Compute the logarithm of the modulus and the

corresponding time for each of the temperatures, i.e.

log(E(Ti,t_)) and log(tj) where E is the compressive
J ° f

stress relaxatlon modulus of the material, T i is the

test temperature, and t_ is the time. The values of T i
are -20 (-i0 for V747-7_), 0, 20, 40, and 60°C for i of

1 to 5, respectively•

• Compare the values of log(E(Ti,t_) ) with those of
log(E(Tk,tl) ) to determine the tlme t I at which

and
log(E(Ti,tj)) = log(E(T_,tl)),

a log(E(T i,tj) 8 log(E(Tk,tl)

atj 8t I

• Compute the time shift factor, aT, between temperature

T i and T k from the expression

a T = log(tl) - log(tj),

where T i _ T k. This is described in [2] and [3].

• Compute the time shift factors, aT1 , aT2 aT4 , and aTs ,
relative to the reference temperature T 3 '• Therefore,
aT3 is 0.

• Shift the time scales at each of the temperatures such
that

(log(tj) - aTi )
tj = i0

where t_ is the time of the relaxation value as at

temperature T i as shifted to the reference temperature,

T 3 •

References [2] and [3] suggest that the master

stress relaxation curve should be referenced to the glass
transition temperature. This information was not available

at the time of the study. Thus, an arbitrary reference

temperature (near room or standard temperature) was

selected. When the glass transition temperature values

become available the above procedure can be used to develop
the master curves at that temperature•
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RESULTS

The results from the material characterization tests

are presented in Figures VIII-I through VIII-10 and Tables
VIII-I and VIII-2. These results are discussed in this

section.

In all figures the stress relaxation modulus, E(t),

is presented in pounds per square inch, psi, and time is

presented in seconds. The horizontal axis in all figures is

the time axis and has a logarithmic scale. The vertical

axis in all figures is the stress relaxation value. In the

presentation of the stress relaxation data, Figures VIII-I,

VIII-3, VIII-5, VIII-7, and VIII-9, the scale for the stress

relaxation data is linear. In the figures which show the

master stress relaxation curves, VIII-2, VIII-4, VIII-6,

VIII-8, and VIII-i0, the stress relaxation modulus is

displayed on a logarithmic scale.

Figure VIII-I shows a plot of the stress relaxation

data for the baseline material, V747-75, as taken at

temperatures of -I0, 0, 20 and 60°C. The curves indicate

the relatively strong temperature dependence of the material

at temperatures at and below 0°C, while it is relatively

insensitive to temperature effects above 0°C. Figure VIII-2

shows a plot of the master stress relaxation data for

V747-75 at a reference temperature of 20°C, as assembled

from the four relaxation curves shown in Figure VIII-I. The

assembled master curve at this temperature extends from

times of approximately 10 -5 seconds to over 106 seconds.

Although the slope of the master curve is not zero at the

maximum time, the rate of decay is less than l0 psi per 103

seconds.

Comparison of these results to results obtained by

Morton Thiokol [4] for tensile stress relaxation of the

V747-75 material indicates significant differences. With a

two percent tensile strain and a temperature of 75°F their

results find a relaxation modulus of approximately 4000 psi

at a time of 10 -6 seconds, 1780 psi at 10 -3 seconds, 1420

psi at 1.0 seconds, and 1070 psi at 103 seconds. The

results from these tests (one percent compressive strain) at

68°F are: a modulus of @pproximately 6000 psi at 10 -5

seconds, 900 psi at 10 -3 seconds, 200 psi at 1.0 seconds,

and 170 psi at 103 seconds. These differences indicate that
these tests found the behavior of V747-75 to be more

strongly viscoelastic in nature. The differences in
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magnitude may be due to a nonlinear strain dependence of the
material. However, one would expect that the material would

have nearly linear behavior on the region of small strains,

particularly between +2 and -2 percent strain.

A plot of the stress relaxation data obtained for

the modified fluorocarbon V835-75, as taken at temperatures

of 20, 40 and 60°C, are shown in Figure VIII-3. Figure

VIII-4 presents a plot of the master stress relaxation data

for V835-75 at a reference temperature of 20°C. As
indicated above, this curve is assembled from the four

relaxation curves shown in Figure VIII-3.

The stress relaxation data for N602-70 is plotted in

Figure VIII-5. The data is shown for temperatures of -20,

20, 40 and 60°C. The master stress relaxation curve for

N602-70 at a reference temperature of 20°C is presented in

Figure VIII-6. This figure shows that this nitrile compound

has little change in behavior with temperature. As a result
of the relative insensitivity of the material to temperature
effects the maximum time obtained on the master stress

relaxation curve is less than 106 seconds. However, it

should be noted that the rate of decay at the maximum time
obtained is less than 5 psi per 103 seconds.

Figure VIII-7 shows a plot of the stress relaxation
data obtained for Arctic Nitrile at temperatures of 20, 40,

and 60°C. Figure VIII-8 presents a plot of the master
stress relaxation curve for Arctic Nitrile at a reference

temperature of 20°C. This curve indicates that this

material is relatively temperature sensitive. Further, the

curve shows that the material has not reached an equilibrium
modulus at 109 seconds. However, the rate of decay is very

small (less than i0 psi per 108 seconds).

The stress relaxation data obtained for $650-70 at

temperatures of -20, 20, 40, and 60°C are presented in

Figure VIII-9. Observe that the curve shown for a
temperature of 20°C has some anomalous data at approximately

0.8 seconds. No explanation is available. However, it is

certain this anomaly is not indicative of the true material

behavior. The data shown in Figure VIII-9 is assembled into
the master stress relaxation curve for S650-70 at a

reference temperature of 20°C. This figure shows that the

material is relatively temperature sensitive. Note the need

for test data at a temperature of 50°C to fill in the gap

between the segments at 40 and 60°C. This figure also shows

that the material is only slightly viscoelastic having a

very small rate of decay (less than I0 psi per 1012

seconds).

VIII -7



The time shift factors obtained in the process of

assembling the master stress relaxation curves by the method

described in the previous section are presented in Table

VIII-I. Values are listed for the five materials tested.

This data is as to be expected from tests of this type with

a T monotonically increasing with increasing temperature.

Insufficient results, in terms of the number of temperatures
tested, are available to draw specific conclusions about the

behavior of the time shift factor with temperature. For

this reason, no function for a T is suggested for any of the

materials and only general comments about the temperature
sensitivity are made.

Table VIII-2 lists the values of the maximum times

obtained for the master stress relaxation curves of each of

the materials. These values give an additional indicator of

the temperature sensitivity of the material. Materials with

a lower value of the maximum time tend to be less

temperature sensitive. Similarly, large values of the

maximum time tend to indicate a greater temperature

sensitivity.

In general, the test methods developed for
determining the compressive relaxation behavior of

elastomers using the Rheometrics Dynamic Spectrometer worked

well. The results obtained were within the realm of

expected material behavior. Both fluorocarbon compounds and

both nitrile compounds exhibited the same general time and

temperature dependent behaviors. The methods are not

without problems, however. The machining of the test

samples needs improvement. Some of the samples were not

square (i.e. the end surfaces were not perpendicular to the

axis of the cylinder). This led to erroneous results from

those samples. Some samples had a small nub, or knob, at

the center of the end surface where the sample had been

faced-off on the lathe. This also tended to cause erroneous

results. These factors led to a very high standard
deviation in the test results for some of the materials.

Additional problems were encountered in the setting of the

zero load state prior to the test. This procedure needs to

be systematized in order to yield consistent results. These

errors and equipment problems with the RDS caused the

results from tests taken at some temperatures to be in error

to such an extent that they were clearly not indicative of

the true material behavior. Such problems were encountered

for at least one temperature for each of the materials.

Because of these problems, results from those temperatures

are not presented. Those test results not reported are:

V747-75 at 40°C, V835-75 at -20, and 00C, N602-70 at 0°C,

Arctic Nitrile at -20, and 40°C, and $650-70 at 0°C.
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Table VIII-I.

Table of Time Shift Factors, aT, Referenced to 20°C

and the Associated Temperatures for

the Five Materials Tested.

Material
Shift Factor, aT, at Temperature of

-200C -100C 00C 200C 400C 600C

V747-75 .... 3.9 -2.3 0.0 --- 3.3

V835-75 ......... 0.0 1.7 3.0

N602-70 -i. 0 ...... 0.0 1.5 2.8

Arctic Nitrile ....... 3.8 0.0 --- 5.8

$650-70 -2.0 ...... 0.0 3.4 10.4

Table VIII-2.

Table of Maximum Time Values of Test Data as Shifted

with a Reference Temperature of 20°C for

the Five Materials Tested.

Material

V747-75

V835-75

N602-70

Arctic Nitrile

$650-70

Maximum Time (seconds)

1.99xi06

1.02xl06

6.30xi05

6.80xi08

2.51xi013
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ORiGiNAL PKGK-IS

APPLICATIONS TO DESIGN

The linear theory of the viscoelastic behavior of

materials is well established. The development of this

theory is a logical extension of the linear theory of

elasticity. In linear elasticity (LE) the analysis of all

problems is based on three fundamental steps• They are:

i. The analysis of forces. In this step the applied
forces are identified and the force and moment balance

equations (equations of motion or equilibrium equations)
are written• Where possible the unknown forces are

computed from these equations.

• The analysis of deformations. Here the constitutive

equations are written in terms of the applied force.

When the forces are known from the first step the

deformation can be computed directly• Conversely, when

the deformation is known and the force unknown, the

constitutive equation can be inverted to compute the

applied force.

• The analysis of the deformed geometry. When all of the

unknown displacements or deformations and forces can be

computed from information in the first two steps, this

step is not required. However, in situations which are

termed indeterminate (i.e. those where the first two

steps are not sufficient to determine the unknowns)

additional information is re_aired to compute the

unknowns. This information is obtained from analysis of

the deformed geometry.

The primary difference between linear elasticity and linear

viscoelasticity (LYE) is the constitutive equation used in

step two and three listed above.

There are two forms of the constitutive equation

used in linear viscoelasticity. The two models are a

differential model and a single integral model. The

differential model requires initial conditions on the

derivative of the stress with respect to time. This

information is not typically not available. Therefore, this

model is used infrequently. The single integral model used

is a heredity integral involving the stress relaxation
function and the rate of strain. It is:
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t

I= E(t-T)c(T)dT , (a)
t

where ( ) indicates derivative with respect to the argument,

¢(t) is the stress function, _(t) is the strain function, t
is the current time, and T is some time on the interval from

-_ to t [2][3]. The inverse of this relation is:

t

I -i •c(t) = E (t-T)_(T)dT , (b)

-I
where E (t) is the creep compliance function. Note that:

E (t)

1

The relationship between the stress relaxation function and

the creep compliance function is:

t

1 = E(T)E (t-T)dT . (c)

When one of the material property functions is unknown and

necessary for the solution of a problem it is possible to

compute the needed function from the above equation.

However, this is often a difficult problem if an analytical

expression is not available for the known material function.

One of the most common analytical expressions
available for viscoelastic solid is the so-called three

parameter solid. The three parameter solid stress
relaxation function is.'•

E(t) = Em + (E 0 - E_)exp(-t/T R) , (d)

where E 0 is the initial (t=0) value of the stress relaxation

function, E_ is the asymptotic value of the stress
relaxation function, and TR is the relaxation time for the

material• The asymptotic value of the stress relaxation
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function, E_, is sometimes called the equilibrium modulus.

The name for the three parameter solid is derived from

viewing the material as a mechanical analog. In this analog

a spring is combined in series with an element which is made

of a spring connected in parallel to a dash pot, or damper

(a Voigt element). Alternate expressions commonly used are

prony series (a series of exponentials) expressions. While

these expressions may more accurately represent the material

behavior (i.e. the stress relaxation function) it is very

difficult to compute the various coefficients and time

constants. In general, for these expressions the time

constants are selected arbitrarily and the coefficients

computed based on these values. This procedure may not

yield an expression which correctly describes the material
behavior.

A simple example of a viscoelastic analysis is

presented in the following section. Consider a viscoelastic

solid which is loaded by an applied strain (as may be the

case of an installed O-ring). The applied strain is known

to be a function which is a ramp to a constant value at time

T*. This is:

_(t) =

0 -_ < t < 0

_t 0 _< t < T * ,

_T* T* _< t <

(e)

where _ is a known constant. The stress in the solid can

then be computed from equations (a) and (e). This may be

done analytically when an expression such as equation (d) is

available, or numerically by using _ simple spline

interpolation to determine the value of the stress

relaxation function at the necessary times. For a three

parameter solid the stress is:

_(t) = E_T* + _TR(E 0 -E_){exp([T*-t]/T R) - i} .

The limiting, or asymptotic value of the stress in the solid

is E_T*. From this value a critical value of time, Tp, can

be established such that at time Tp the stress has rel&xed
to some percentage of the limiting stress. For the purposes

of this example let p represent this value. Note that p

must be greater than one since the stress is decaying to a

value. For the above expression the result is:

(p- i) T* )Tp = T* - in -- - 1 .
(E0>E _ - i) T R
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Observe that the ratio of the process time to the

characteristic material time (T*/TR) appears in the

expression for T D. This ratio is known as the Deborah

number and is significant in the analysis of viscoelastic
response of a system.
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iI

CONCLUSIONS AND RECOMMENDATIONS

The conclusions of this study are:

The compressive stress relaxation function for

elastomers can be experimentally obtained using the

Rheometrics Dynamic Spectrometer available in the MSFC

Materials and Processes Laboratory.

2. The methodology developed in this study is effective for

determining the compressive relaxation modulus of
elastomers.

3. The elastomers under consideration for use as the O-ring

material display a both time and temperature dependence.

The degree of dependence differs from one material to
another.

. The time - temperature shift of the relaxation function

developed for polymers applies to the candidate

elastomers and the master stress relaxation curves are

presented.

Io

•

•

The recommendations of this study are:

Tests at the temperatures at which problems were

encountered should be rerun and the results incorporated

into the master stress relaxation curves preseDted here.

The method of machining the test samples should be

modified to produce higher quality samples. One

possible technique to use is to soak the stock to be

machined in liquid nitrogen and then spray the stock

with liquid nitrogen while machining. This should

eliminate machining problems encountered due to the

softness of the material without significantly affecting

the material properties.

Similar tests should be performed on the candidate

materials after they have been subjected to a liner -

propellant cure cycle (If the factory joint O-ring

materials are to be changed in the new SRB design.).

The objective of this test series is to determine if the

material properties of the O-ring would be changed by

the cure process.
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• The results from this study should be used to predict

the compression set of the O-ring. The first step in

this analysis is to compute the value of the compression

set (as defined in the ASTM test specification) for

V747-75 a_ compare the results to the experimental data
available. If these results indicate good correlation,

the compression set of the other materials should be

computed.

i•

•

•

•
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ABSTRACT

The time-mean circulation of the troposphere during the

Northern Hemisphere winter is dominated by planetary-

scale stationary waves superposed on longitudinal-mean

westerly flow. The movement and generation of weather-

making, synoptic-scale transient waves are controlled by

this large-scale circulation. The interannual variability

of planetary-scale waves determines the severity of the

winter season over broad geographic regions through such

factors as frequency of storms, precipitation and tempera-
ture.

_h_ e_4_e wav_ _v _a_4mm =--_IRv _n..........important role in

maintaining the heat and angular momentum balance of the

atmosphere. By maintaining the westerly flow in mid-

latitudes, these waves are responsible for the mean zonal

flow over large-scale topography that forces, in part, the

stationary planetary waves. In addition, the precipitation

and subsequent latent heat release in the organized "storm

tracks",i.e., preferred regions of transient wave activity,

form a longitudinally-varying pattern of diabatic heating

that also forces stationary waves. On the other hand, the

transient, baroclinic waves damp the planetary-scale waves

by the down-gradient flux of sensible heat.

A conceptual model that incorporates these feedbacks

between the two scales is developed and guides the formu-

lation of a quantitative low-order model which retains a

few basic physical processes and wave components. In the
low-order model the fluxes of sensible heat and momentum

and latent heat release by transient eddies are parameter-

ized in terms of the evolving large-scale circulation.

Radiative forcing and damping, planetary-scale variations

in moisture and topography and Ekman dissipation are also

included. Testing of this model is in progress. The results

will help interpret experiments from sophisticated gene-
ral-circulation models and ascertain the need for satellite

observations of precipitation.
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INTRODUCTION

.... •....... _....I=_. _ _h_ m4d-latitude tropos-

phere during the Northern Hemisphere winter is dominated by

westerly (eastward) flow and stationary waves of planetary
scale (see Fig. la). The movement and generation of synop-

tic-scale (1000-4000 km), high-frequency (2-6 day period)
transient waves are controlled by the large-scale circula-

tion (see Fig. lb and Background section below)." These

synoptic-scale waves, which have significant circulation

throughout the troposphere, are manifested at the surface

by the mid-latitude storms or cyclones that determine the

daily weather.

The planetary-scale waves have substantial interannual

variability and their positions and amplitudes averaged

over a given winter can deviate significantly from the

climatological norm (see Fig. 2). Since these waves direct

weather-making cyclone activity, the wintertime precipita-

tion and temperature distributions can also deviate from

normal patterns, thus determining the severity of the win-

ter season over broad geographic regions.

Therefore, it is of considerable importance to under-

stand the mechanisms responsible for forcing the planetary

waves to improve weather prediction, seasonal forecasts and

climate models. Because the transient waves have transport

properties that modify the global-scale circulation, we

suspect that they play a crucial role in the dynamics of

the planetary waves. We anticipate that feedbacks or
interactions between the two scales of motion continuously

operate.

One method for evaluating the controlling feedbacks

relies on simple "low-order" models which retain only a few

physical processes and wave components. These models allow
us to isolate the dominant mechanisms that control plane-

tary wave behavior. This approach to the problem will be

developed in this study.
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OBJECTIVES

The objectives of this study were to:

1) develop a conceptual model for the generation of plane-
tary-scale waves and their interaction with synoptic-scale
waves or eddies

2) develop an idealized, quantitative low-order model to

simulate the basic feedbacks of this system

3) develop a computer code to solve the equations of the

quantitative model

4) compare the modeling with observed properties of the

atmosphere and ascertain the need for space-based observa-

tions of certain atmospheric parameters related to these
feedbacks or interactions.
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Fig. la

Fi g. ib

Fig. I. a) Time-mean geopotential height of 500 mb (averaged
over 9 winters). Proportional to sin(latitude).streamfunction.
Dashed lines show major stationary wave, troughs.
b) Geopotential variance for synoptic-scale waves at 500 mb.
Dashed arrows show major storm/cyclone tracks. (from Blackmon,
1976).
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(o)

Fig. 2. a) Mean geopotential height for January 1981 at 500
mb. Note amplified ridge-trough-ridge pattern over N.
America-Atlantic. b) As in a. except for I000 mb (similar
to surface pressure). Arrows show direction of near-surface
flow over N. America. This pattern led to unusually cold
January in the Eastern U.S. with warm, dry weather along
the Pacific coast of N. America. (from Wallace and Blackmon
1983).
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BACKGROUND

1. The role of transient eddies in the global circulation

The latitudinal variation of incoming solar radiation,

primarily in the visible wavelengths, produces a latitudi-

nal temperature gradient with the tropics being warmer than

high latitudes. This contrast in heating introduces

"available" potential energy into the atmospheric system

and provides the energy for atmospheric and, consequently

also, oceanic motions. As with many fluid systems with

spatial contrasts of some parameter related to energy

(here, the relationship is between temperature contrast and

the potential energy in a hydrostatic fluid), eddy motions

appear, esp. through an instability process, and attempt to

eliminate the gradient of the energetic parameter.

In the case Of the atmosphere, this instability process

is called baroclinic instability since it relies on the

baroclinic nature of the fluid. The differential solar

heating enhances the baroclinicity (essentially, the tem-

p_at_Ire contrast along a constant pressure surface), while

the baroclinic eddies or waves attempt to eliminate the

thermal contrast by transporting sensible heat down the

temperature gra ent. The waves u=_v= u_=_ ..... _a .....-

the energy which is introduced into the system by the
insolation.

The overall heat balance of the global atmosphere is

depicted in Fig. 3. Relatively large amounts of solar

radiation are absorbed by the earth in low latitudes. The

baroclinic waves, which are the same transient waves dis-

cussed in the Introduction, transport heat poleward. At

high latitudes the energy is emitted to space in the form

of infrared radiation. These high latitudes are actually

warmer than they would be if no heat was transported pole-

ward and the temperature was determined only as a result of

a purely radiative balance at those latitudes. In fact,

these latitudes emit more radiation (in the form of

infrared radiation) than they absorb (in the form of solar

radiation).

An additional characteristic of the baroclinic insta-

bility process is that these waves also transport angular

momentum poleward. This transport plays an essential role

in the maintenance of the observed latitudinal distribu-

tion of surface winds. Fig. 4 shows the basic angular

momentum balance of the earth-atmosphere system. Middle

(low) latitudes have westerly (easterly) surface winds.
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Incoming Solar Radiation

Fig. 3. Schematic diagram of global heat balance

Pole

i
l

I Easterlies _/
Equator ............ _w_

Angular Momentum

Transport

Fig. 4 Schematic diagram of atmosphere-Earth angular
momentum balance
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Because the atmosphere is rotating faster (slower) than the

earth in middle (low) latitudes, it loses (gains) angular

momentum to (from) the earth through frictional drag at the

.... _--^ m_^ ba_,_ ,.,_,_ _ p_t]v responsible for

this surface wind distribution by providing the primary

mechanism for the transport of angular momentum into mid-

latitudes.

In addition, baroclinic eddies also transport water

vapor poleward. From experience we know that southerly

winds in advance of a cold front and associated cyclone are

warm and humid, whereas the northerly winds behind the

front are cold and dry. Averaged over the entire weather

system, this correlation implies the northward transport of

water vapor. The source of the water vapor is primarily

evaporation from the subtropical ocean surface. By the

Clausius-Clapeyron relation, the saturation vapor pressure

increases rapidly with air temperature, allowing the warm

southerly flow which obtains moisture from the subtropics

to carry large amounts of water vapor poleward.

Part of the baroclinic instability process includes a

correlation between upward motion and relatively warm air.

thermal contrasts of the wave field to be converted into

eddy or wave kinetic energy. A consequence of this uplift-

ing of warm air in a moist atmosphere is adiabatic expan-

sion and cooling of air parcels and, inevitably, condensa-

tion and precipitation. This precipitation is most evident

in the cyclonic (counterclockwise rotation in the Northern

Hemisphere) portion of the synoptic-scale wave. This con-

densation involves the release of latent heat and, there-

fore, introduces an additional heating mechanism, one that

is dependent on the activity of the transient baroclinic

waves.

We saw in Fig. ib that the synoptic-scale, transient

wave activity is largely confined to "storm tracks" over

the northern oceans. Very reliable estimates of precipita-

tion over the oceans are not available. We expect, how-

ever, that precipitation and latent heat release are maxim-

ized in these oceanic storm tracks, esp. since a ready

source of moisture from the subtropical ocean is present.

Thus, the maxima in latent heat release in these storm

tracks introduces lonqitudinal asymmetries in diabatic

heating.

In summary, baroclinic wave activity controls

the strength and sign of the surface wind in a long-term

mean. In addition, baroclinic waves extract potential

energy from the larger-scale circulation and, in doing so,
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act to eliminate horizontal temperature contrasts of the
larger scales. The storm systems of these waves produce
precipitation and planetary-scale variations in diabatic
heating averaged over several storm occurrences.

2. "Storm tracks"

As seen briefly in the Introduction and Fig. ib, the

planetary-scale circulation controls the movement and gen-

eration of the synoptic-scale waves. The nature of this

control is not well-understood theoretically, but some gen-

eral comments from observations and basic theory are pos-
sible.

First, the behavior of mid-latitude atmospheric waves

with horizontal wavelengths of about I000 km or longer is

governed by "quasi-qeostrophic" dynamics (see Appendix for

brief description of the quasi-geostrophic system). The

phase speed of a linear wave in the presence of a back-

ground mean zonal (east-west) flow can be derived from the

conservative forms of (A.I-3):

c, phase speed = _ - _ (I)

k 2 + 12 + m 2 f2/N2

where _ is the mean zonal velocity, k,l,m the zonal, lati-

tudinal and vertical wavenumbers, respectively, and

the latitudinal derivative of the Coriolis parameter which,

along with the remaining variable, N, is defined in the

Appendix.

From (i) we see that as the wavenumbers increase, the

wave phase speed is closer to the mean zonal velocity since

the second term in (i) , which is always positive, becomes

smaller. The shorter waves are more likely to be "steered"

by the large-scale velocity field. Therefore, as evidenced

by Fig. i, the synoptic-scale waves are guided in their

movement by the planetary-scale circulation. The planetar-

y-scale waves are more likely to be slowly propagating or
stationary. The second term which involves the wave's

advection of planetary vorticity is larger for these waves

and tends to cancel the mean flow advection of the wave

vorticity as represented by the first term in (i).

An additional consideration is the generation of synop-

tic-scale disturbances. As mentioned above, they obtain

their energy from the large-scale temperature contrasts.

These contrasts are maximized in long-term time means at

the base of the planetary-scale troughs. Thus, transient

synoptic-scale disturbances appear to be preferentially
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generated in these regions and are then carried downstream
by the large-scale velocity field.

9_ M_-]atitude variability

Some observational and modelling analyses (e.g., Horel
and Wallace, 1981; Pitcher et al., 1983) suggest that lar-
ge-scale, mid-latitude circulation anomalies are strongly
influenced by changes in atmospheric forcing from the
earth's surface, esp. through fluctuations in tropical sea
surface temperatures (SST's). SST anomalies from the cli-
matological norm, esp., the elevated temperatures during
the E1 Ni_o event, alter the pattern of tropical atmo-
spheric heating and may induce considerable changes in the
mid-latitude large-scale circulation.

This hypothesis omits the significant interaction of
synoptic and planetary-scale waves in mid-latitudes.
Recent modelling and observational studies indicate that
persistent circulation anomalies, which last for two weeks
or longer and are fixed in longitude (so-called "blocks"),
are initiated, maintained and, perhaps, destroyed by tran-
sient, synoptic-scale disturbances (Dole, 1983; Mullen,
1985; Colz!ccit 1985). Indeed, the large-scale circulation
often shifts dramatically from one persistent pattern to
another within a few days. This rapid transition cannot be
easily explained by the slow evolution _-_ _-^___ _'s
which transpires over a few months or more.

4. Directions for modelling interaction of synoptic and
planetary waves

It will be our premise that synoptic-scale waves conti-
nuously interact with the planetary-scalecirculation.
To successfully model the planetary-scale waves over a few
days or on a climatic basis, the effects of the synoptic-
scale eddies must be included. In the following section we
will consider mechanisms which are responsible for the gen-
eration of planetary-scale waves. Accounting for the
nature of synoptic eddy transports as discussed above, we
will develop a conceptual model for the interaction of
these two scales of motion.

Our direction in this project will be to understand the
interactions of the two scales in a climatological sense.
That is, we are interested not in a short-range prediction
of the circulation, but, instead, in what mechanisms oper-
ate in the time mean to maintain the observed pattern of
stationary planetary waves seen in Fig. la and the time-
mean transports by the synoptic-scale eddies.
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CONCEPTUAL MODEL

i. Mechanisms for generating planetary waves

a. Topography

Two mechanisms for generating planetary-scale waves are

considered here in the context of the preceding discussion.

First, steady surface flow over large-scale topography

(e.g., Rockies, Himalayas) will generate stationary plane-
tary-scale waves. This concept has been treated exten-

sively (one of the earliest papers was by Charney and

Eliassen, 1949; a recent excellent review is given by Held,

1983) though not in the context of interaction with synop-
tic-scale eddies.

Fig. 5 shows the basic idea in terms of the quasi-
geostrophic vorticity equation (A.I) which accounts for

changes in the absolute vorticity of a fluid parcel in the

presence of vertical motion. Westerly flow over a mountain

barrier decreases (increases) the vorticity on the upwind

(lee) side by the vertical contraction (stretching) of ver-

tically-oriented vortex tubes. The reduced (increased)

vorticity on the upwind (lee) side creates an anticyclonic

ridge (cyclonic trough), forming a standing wave pattern.

The forcing for this wave depends on the strength of

the vertical velocity created by the surface flow over the

topography. Specifically, the vertical velocity (i.e., the

velocity component parallel to the gravitational force) at

the earth's surface is given by the kinematic boundary con-
dition:

W(z=h) = Vh * V h

where h=h(x,y) is the topographic height and V h is the
surface horizontal velocity. ~

(2)

As noted in the Background section, the time-mean sur-

face wind distribution is largely controlled by the angular

momentum transport by baroclinic transient (i.e., synoptic-
scale) waves. Therefore, these waves have an indirect

influence on the strength of the topographically-forced
stationary waves. Thus, a key element of any interactive

model will be this angular momentum transport.

b. Diabatic heating

Longitudinal asymmetries in diabatic heating, as repre-

sented by the non-conservative term, Q, in (A.2), can also

induce stationary planetary waves. In the presence of a
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MECHANISMS FOR GENERATING PLANETARY WAVES

Flow over Topography

w=O w=O

_--_v---_ _w _ 0_z %-£
Decreased Vort. Increased vort.

z

T
)x

y

)x

Fig.5. Forcing of standing planetary wave by steady

westerly flow over large-scale topography
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wave-like perturbation of Q, the dominant balance in

the thermodynamic equation (A.2) for time-mean planetary

waves is between mean zonal advection of the wave's temper-

ature pertubation and the diabatic heating (Held, 1983).

This balance is depicted in Fig. 6 which shows that the

temperature field leads the diabatic heating field by

roughly 90 ° .

The thermal-wind equation (A.3) for this hydrostatic,

geostrophic motion shows that a relatively cold region is
associated with a decrease of the streamfunction with

height. For a wave-like perturbation this implies an

increase of the Laplacian of the streamfunction (i.e., the

relative vorticity) with height. Thus, a trough or cyclonic

circulation intensifies with altitude in a cold region.

The appearance of longitudinal asymmetries in precipi-

tation in mid-latitudes encourages the formation of sta-

tionary planetary waves through this mechanism. The

strength of this forcing is dependent on the longitudinal

distribution of moisture and cyclone (synoptic-scale wave)

activity. Again, interaction between the two types of

waves is possible through a indirect means.

c. Damping by synoptic-scale eddies

As suggested above, synoptic-scale eddies play a cru-

cial role in the generation of planetary waves. On the

other hand, these waves act to destroy temperature con-

trasts and will damp the planetary waves through the heat

flux occurring in the baroclinic instability process.

This effect must also be incorporated in an interactive

model. The observational analysis of Holopainen (1983)

indicates that this damping mechanism is an important means

of limiting the planetary-wave amplitude.

2. Feedback diagram

Fig. 7 shows a schematic diagram which describes the

means by which planetary waves are forced and interact with
the transient baroclinic waves. It is not intended to be a

complete diagram of the general circulation processes of

the atmosphere, but many important elements are included.

To a limited extent, one can picture the feedbacks as

exchanges of energy from one form or one horizontal scale

to another. The arrow directly connecting the stationary

planetary waves with synoptic transient waves represents

the loss of energy to these smaller scales through the

thermal damping of the baroclinic instability process.
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MECHANISMS FOR GENERATING PLANETARY WAVES

Diabatic Heating

Dominant balance in thermodynamic equation for these waves:

_u_._C_
@o

advection of temp. wave

by westerly flow

Q

heating/cooling

I-_co___j__>ol_%_w____,l_<Of__co_________
__ _- _%%_/ _ _-__J Westerlies

Cold regions (i.e., 8'< 0) ===> -_

eo _ z

V'_u >o
_z

Relative vorticity increases with altitude (i.e., cyclonic

circulation intensifies with height).

Fig. 6. Forcing of planetary waves by longitudinal asymmet-

ries in diabatic heating
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FEEDBACK DIAGRAM
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Fig. 7. Feedback diagram summarizing conceptual model.
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QUANTITATIVE "LOW-ORDER" MODEL

i. Related studies

The approach will follow similar low-order models which

retain only a limited number of horizontal and vertical

modes in a spectral representation of the evolving fields.

For example, Charney and Straus (1980) used a low-order

model to examine the nonlinear equilibrium states of the

zonally-averaged zonal flow and a single zonal wave that

exist in presence of radiative forcing, Ekman dissipation

and planetary-scale topography. An extension of their study

(Reinhold and Pierrehumbert, 1982) included an additional,

shorter wave and showed that synoptic-scale waves play an

essential role in the types of planetary-scale wave config-
urations that can occur.

The formulation here is similar to a study by White and

Green (1982) who also examined the forcing of planetary-

scale waves in the presence of transient eddy fluxes. Like

this project they also parameterized the effects of the

transient eddies rather than expliciting calculating

individual synoptic-wave events. However, serious problems

arise as a result of their physical modelling.

They exclude diabatic heating caused by latent heat

release in transient eddies and specify a heating wave

which is independent of evolving flow parameters (i.e.,

non-interactive forcing). We anticipate considerable

interaction between the planetary-scale circulation and the

transient eddies responsible for the latent heating.

Their parameterization of the eddy sensible heat flux

is quasi-linear and diffusive and damps the shortest modes

most strongly. This mechanism reduces the amplitudes of

waves which are primarily forced by topography and allows a

dominance of the longest modes (planetary wavenumber one)

which are primarily forced by diabatic heating. An improved

parameterization is used here which depends on the insta-

bility characteristics of the large-scale circulation and

does not preferentially damp shorter scales.

Lastly, radiative heating is specified in their model

and is independent of the temperature field. Therefore, no

radiative damping of the planetary-scale thermal waves is

included. In addition, poleward dynamical heat flux is

effectively predetermined by the specification of radiative

heating, prohibiting interaction between transient eddy

heat flux and the radiative heating.
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2. Basic equation and spectral representation

We will combine many aspects of the conceptual model in
a quantitative "low-order" model of the general circula-
tion. First, we use (A.I-3) to find a single equation for

, i.e., the quasi-geostrophic potential vorticity equa-
tion,

dt{ ,z_ + f + f2_z_ ,(N -2 _)_--J = _ + f _--z_)(QN -2) (3)

The terms on the right-hand side of (3) represents

sources/sinks. Note that, in the absence of these terms,

the quantity in the brackets (quasi-geostrophic potential

vorticity) is conserved with the motion.

Eq. (3) is a nonlinear PDE and has no general closed-

form, analytic solutions. First, we model the vertical

variation of _ in (3) by assuming

_(x,y,z,t) = _B(x,y,t) F0(z ) + _T(x,y,t) FI(Z ) (4)

where the functions F 0 and F 1 are shown in Fig. 8.
z

z=H

F1

I
s

S

I

/
I I

P IF0
I I

P I
J

I

I z=0

0 F(z)

Fig. 8 Vertical modes, Fi(z )
I

The barotropic component of the streamfunction, _B, has no

temperature gradients associated with it, whereas the bar-

oclinic component, _T, has horizontal temperature gra-

dients, even at the upper and lower boundaries of the
model. This latter feature makes this choice of vertical

modes more realistic for atmospheric modelling than the

standard two-mode approach (used primarily in ocean models)

which has no boundary temperature gradients_. This _odal

representation produces two equations for _B and _T that

are mathematically analogous to the standard two-level

model of Phillips (1954) that is widely used in atmospheric

modelling. The modal formulation has the advantage of
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easily projecting vertically continuous parameterizations
of transient eddy heat and momentum fluxes and latent heat-
ing onto each vertical mode. It also ensures that energy is
conserved in the presence of topographic forcing and is
lost through _kman damping (properti_ **_5 i,ecessa_ily
guaranteed in a two-level model).

By substituting (4) into (3) and projecting the equa-
tion onto _e two v2rtical modes, we find evolution equa-
tions for _B and _'T" Upper and lower boundary terms,
which appear upon taking the projections, can be expressed
in terms of the vertical velocity at the boundaries. We
assume that W(z=H)=0 and W(z=0) will be determined by flow
over topography and Ekman pumping. These equations are

_t

_t

H

_x
fW(0) FI(0 )

H

+ < _ FI> - (_/N)_<QdFI/dZ>

(5)

(6)

where J is the x-y Jacobian, < > indicates vertical average

and _ =12.4 (f/NH) 2.

The horizontal structures of _B and _T are repre-

sented by an eigenmode expansion in a periodic channel
centered in mid-latitudes:

_B=_, _i(t) GiCx,y) _T=_ _i(t)GiCx,y)

where the eiqenmodes are found from the equation

V _ G i = -ai 2 G i with G i periodic in x over the length Lx,

dGi/dx=0 and d[Gi]/dy=0 at y=0,L V. The brackets indicate

a zonal (x) average. The latter-two conditions ensure no

meridional velocity or stress at the northern and southern
sidewalls of the channel.

We truncate the series in G to resolve only the longi-

tudinal mean flow and planetary scales. The effects of

synoptic-scale waves will be parameterized. For initial

calculations we retain only 6 of the gravest orthonormal
modes:

G 1 = 2 cos y' G 2 = 2 cos 2y'

G 3 = 2 sin nx sin y' G 4 = 2 cos nx sin y'
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G5 = 2 sin nx cos 2y' G6 = 2 cos nx sin 2y'

where y'=_y/L V and n=2_/L x. In effect, this truncation/,
leads to a 12-_arameter model for the six components of _'B
and _T"

3. Vertical velocity at the lower boundary

The vertical velocity, W(z=0), is given by (2),
representing the topographic forcing, plus an additional
"Ekman pumping" term. The latter term is due to vertical
motions induced by convergence in the frictional boundary
layer near the surface. Convergence (divergence) in the
boundary layer occurs when the interior geostrophic flow
has cyclonic (anticyclonic) vorticity. The convergence
(divergence) induces upward (downward) motion at the top of
the boundary layer which decreases (increases) the interior
geostrophic vorticity by the vertical contraction (stretch-
ing) of vortex tubes in the interior (see (A.I)). The
total vertical velocity is

W(z=0) = J(_(z=0), h) + k VL_(z=0)

where k=(Av/2f)i/2 and A v is the eddy viscosity.

4. Radiative heating

We parameterize radiative processes by linear relax-

ation to the temperature of radiative equilibrium, Te,

i.e., the temperature field in the absence of dynamical

heat transports. T e is assumed to be independent of longi-

tude (x) with its largest value at the southern boundary,

decreasing montonically to the north. The difference in T e

across the channel is specified and determines the strength

of the differential solar heating. Larger values will

force stronger dynamical heat transports. However, as the

transports increase, the temperature contrast across the

channel will decrease and reduce the energy available to

the baroclinic transient eddies, hindering further poleward

heat flux. The increased temperature in high latitudes

leads to stronger radiative cooling and a restoration of

the meridional temperature gradient which drives more eddy

heat transport. Thus, the heat flux and radiative pro-

cesses form an interactive system.

The zonal-mean temperature field (equivalently, the _T

field; see (A.3)) relaxes to T e in the absence of dynamical

heat fluxes on a time scale of _ , usu. taken as 20 days.

The thermal field of the planetary wave is radiatively

damped on the same time scale. These radiative terms

appear in the source term, Q.
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5. Topography

As a initial test, we limit the topography to the G4
mode. That is, we take h(x,y)=h0G4(x,y ) where 4h0 is the
height difference between the lowest and highest points,
typically, 3-4 km. Later versions of the model will
examine topographic forcing on various scales.

6. Parameterization of transient eddy fluxes

a. Eddy source terms
The remaining contributions to the source/sink terms in

(5) and (6) originate from unresolved transient-eddy acti-
vity. Those terms are

= - V*Cv'$')

Q = -V* (v° _°/_z) + Qc

where _ is relative vorticity and _ ) is a time average

over a period long compared to the synoptic time scale (2-6

days) and the prime is the deviation from that average.

Thus, the correlations represent synoptic-eddy fluxes of

vorticity and heat. The quantity, Qc,iS the latent heating

due to eddy activity.

b Heat =_ ....

The approach here will follow Branscome's (1983) para-

meterization of meridional eddy heat flux which is based on

baroclinic instability theory on a mid-latitude beta-plane.

This parameterization is generalized to a two-dimensional

heat-flux vector. Observing the down-gradient nature of

the heat flux, we write this formula as

v'e' = -{AgNH2/(ef2)} IV81 V8 (i+_) -2 exp(-z/d)

where "_ = _HeN2/(fglVel), a dimensionless related to the

instability of the baroclinic flow; d= H/(I+_'), the depth

of heat flux; and A=0.6, a correlation constant determined

by instability theory and/or observations (see Branscome,

1983). The parameters inside the brackets are assumed con-

stant in the model, while the remaining factors vary in

x, y, and t as the thermal gradient (i.e., _T) in the

planetary-scale circulation evolves. After relating e to _ T

this parameterization enters (6) through the Q term.

Though the heat flux is down-gradient, this formulation is

highly nonlinear (not linear diffusion) and projections of

the full flux field onto each G i mode of _T must be made.

c. Vorticity flux

The primary influence of the vorticity flux in the
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dynamics of the planetary-scale circulation comes through
the meridional transport. This component is responsible
for the poleward angular momentum transport which drives
the surface zonal wind. The zonal flux acts to damp the
planetary-scale stationary waves, but it is less effective
than the transient eddy heat flux (apparent in analysis of
Holopainen, 1983). Therefore, we model only the zonal-mean
meridional transport, i.e., we take

= _ 9[_-v_ ,]/_y.

It can be shown from the definition of the potential

vorticitv that

[v*q _] = [v*_*] + (f/N) 2 _[v*_#*/)z]/_z (7)

where * indicates deviation from the zonal mean and q is

the potential vorticity as defined in (3). Furthermore, we

find [v*_*] = -g[u*v*]/)y. Integrating (7) in y and z and

imposing the condition that [u*v*]=0 at y=0,Lv, we find

H

--JL_[v*q*] dy dz = _T[_(f/N) 2[V_,/_Z]I dy. (8)

H _

_0 0 0
_O

That is, the volume integral of potential vorticity flux is

proportional to the difference of the upper and lower

boundary integrals of the heat flux.

Next, we assume that the potential vorticity flux is

down-gradient. This assumption is a good one for barocli-

nically unstable waves as seen from observations and theory

(Edmon et al., 1980). For quasi-geostrophic motion this

flux can-t_en be written as [v'q*] = -Kq _ [q]/_y where Kq

is a mixing coefficient of potential vorticity. Here we

assume that Ka=K0sin y' so that no potential vorticity
flux occurs af the sidewalls. This choice maximizes the

mixing in the center of the channel where the meridional

temperature gradient is strongest, i.e., where we expect

maximum eddy activity. The amplitude, K0, of the mixing

coefficient is determined by substituting the down-gradient

q-flux into the constraint (8). The mixing coefficient

depends on the strength of the heat flux and a volume-

average potential vorticity gradient:

- Y(f/N) 2 [v*_/_z]l dy

K 0 = 0

fH _0LY _[q]/_y y' dy dz
sin

0

After finding K0, which is dependent on the evolving

fields, we can find [v*_*] from (7). Treating these
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quantities as time, as well as zonal, means, we can find an
expression for _ . The flux [v--W_] includes both the
transient eddy flux, [v'_'], and stationary eddy flux,
[v*_*]. Of course, we are only parameterizing the former
quantity since the latter is _xpiicitl_ _"'_^_L_ _._ _.._
model as part of the predicted field of

d. Condensational heating
The flux of water vapor by transient eddies is _'m'

where m is the specific humidity. The quantity, m, Is a
strong function of temperature and here we assume m=m(T).
That is, we assume that variations of specific humidity in
a transient eddy_are entirely dependent on temperature so
that m'= m(T)-m(T)=Rh(ms(T)-ms(T)) where Rh is the relative
humidity and ms is the saturated value of m. Then, ms can
be found from the Clausius-Clapeyron equation. The relative
humidity is assumed to depend on geographic location only
so that we can introduce a global-scale variation repre-
senting the continent-ocean moisture contrasts.

The water vapor flux can be related to the eddy heat
flux by expanding ms ' in terms of temperature deviation so
that

v'm' = Rh _ms(T) T'v'.

A similar expression was derived by Leovy (1973) for use in
_1=_v atmospheres modellinq

We are interested in modelling latent heat release in
regions of precipitation. Thus, we only consider regions
where convergence of v'm' occurs, implying a loss of water
vapor through condensatlon. In these regions, latent heat
is released and we obtain only positive contributions to
diabatic heating. We implicitly assume that evaporation
and associated cooling has previously occurred at the ocean
surface and does not affect the mid-latitude planetary-
scale circulation. The contribution to diabatic heating is

Qc -- (I w* vOm'l - _* vOm')
2fCpT _ -

where Cp is the specific heat of moist air and L v latent
heat of condensation• Note that Qc is zero or positive•

7. Model equations

Without further approximation, we would obtain a set of

12 coupled nonlinear, first-order diffe_ential_equations

for the evolution of the components of _B and _T- However,

these equations can be simplified by scaling (5)-(6) and
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neglecting small terms. First, scale _ by UL and x and y
by L where UN20 m sec -I and LN6000 km for these scales of
motion. The nonlinear and local derivative terms in (5)
are small (O(U/_L2)=0.03) compared to the advection of
planetary vorticity by these waves (the _/_x term). In
(6) the terms involving the relative vortlclty are also
small by the same reasoning. However, the terms involving
AL must be retained since UA2/_ is O(i).

Thus, we arrive at Mix predictive equations for the
spectral cgmponen_s of _T and six diagnostic equations
relating _B and_T. It is not instructive to present the

equations for the individual spectral components. However,

it is relevant to consider the basic forms in terms of the

zonal mean and wave components.

The zonal-mean form of (5) is

<.,_ > - kf d2 [_o] - f [a¢_o*,h) ] = 0
H dy 2

where _o = _(z=0). This equation expresses a balance

amongst transient eddy vorticity flux, Ekman dissipation of

the zonal mean flow and mountain torque induced by the

planetary wave. The wave form of (5) is

= v /'o* -
_x _-

which represents a balance amongst planetary vorticity

advection by the waves, Ekman dissipation and forcing by

zonal flow over topography.

The zonal-mean form of (6) is

_t I*H _y2

_f [J(_o*,h)] + (f/N_)2<[Q]dFl/dZ>
A_H

+

expressing changes in the zonal-mean temperature by plane-

tary wave heat fluxes, adiabatic heating/cooling caused by

zonal-mean vertical velocity that is induced by Ekman pump-

ing and mountain torque, and zonal-mean diabatic heating.

The contribution from the vertical variation of the eddy

vorticity flux in (6) is small compared to the other terms

and has been neglected.

The wave form of (6) is
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_t _x

kf VZ o* + ) + (flN )2<Q*dFIIdZ>
A_H R'H

in which the change in waves' thermal field is determined

by wave advection of the mean temperature field, mean flow

advection of the wave temperature field, adiabatic heating/

cooling induced by vertical variation in planetary vortic-

ity advection, Ekman pumping and zonal-mean flow over

topography, and, lastly, longitudinally-varying diabatic

heating. The latter term includes damping by thermal

radiation and transient eddy sensible heat flux and forcing

by longitudinal variation in latent heating.

These equations retain many fundamental feedbacks

described in the conceptual model. The complete set of

equations without the scaling approximations is also of

interest and the simplified model should be compared with

the complete formulation. For example, the simplified set

does not allow for baroclinic instability of the planetary-

scale waves. We have implicitly assumed that this process

is not vital in generating the stationary planetary waves.

8. Current status and future plans

The _ _v _1,m_ical!y integrating the equations has

been developed and is currently in the testing stage. Each

process is being included in the model on an individual

basis to test the code and examine the impact of the vari-

ous processes on the circulation.

In the future, the model will be tested with modifi-

cations to the eddy flux parameterizations. It will also be

expanded to allow a less severe spectral truncation. A

seasonal variation of solar heating could also be investi-

gated.
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CONCLUSIONS AND RECOMMENDATIONS

This report describes a model for the interaction of

planetary and synoptic-scale waves based on some basic

observations and theory. The intention is to investigate

the effects of transient eddy (synoptic-scale) transports

on the planetary-scale waves. Much of the synoptic-scale

activity occurs over the northern oceans which are areas of

sparse ground-based observations. Our knowledge of cumula-

tive precipitation over these regions is unreliable,

although its effect on the planetary-scale circulation may

be significant on a climatological and seasonal basis.

Models like the one described in this report will be

useful in determining the impact of synoptic-scale waves on

the larger-scale circulation. This model will complement

other models with better spatial resolution and more ela-

borate physical parameterizations. The strengths of the

low-order model are in its ease of interpretation and

numerical efficiency in long-term or extensive sets of

experiments.

The eventual goal is to ascertain and understand the

dominant physical processes which operate in the extratrop-

ical, large-scale circulation. In doing so, we can iden-

tify what atmospheric parameters (e.g., precipitation over

the oceans) must be observed by remote sensing techniques

and what accuracy and frequency in the measurements must be

achieved to allow successful modelling of the circulation.
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APPENDIX

Quasi-geostropnic Dynamics

The quasi-geostrophic approximation to the equations of

motion is suitable for motions whose vertical component of

relative vorticity, as determined by horizontal velocity in
a reference frame rotating with the Earth, is small com-

pared to the Earth's vorticity (twice the angular velocity,
/i ). We scale the relative velocity by U and the hori-

zontal gradients by L. Geostrophic balance between the

Coriolis torque and pressure gradient force is the lowest-

order diagnostic balance in the horizontal momentum equa-
tions if

U

Rossby Number .... << i.

2_L

At the next order we obtain a predictive equation for

the vorticity of the geostrophic (lowest-order) horizontal
velocity:

f) = fa_w + (A.I)
dt _z

J

where _is the geostro2hic streamfunction, f planetary

vorticlty=2/l sin @, _la_itude, W vertical velocity, z
vertical co-ordinate, V 6 _ relative vorticity, t time and_

a source/sink of vorticity. The total derivative involves

advection by the horizontal geostrophic motion only. Eq.

(A.I) states that changes in absolute or total vorticity
are caused by vertical stretching of vortex tubes (a result

of angular momentum conservation in a rotating system) and
sources/sinks.

The potential temperature, e, (the temperature an air

parcel would have if brought to the surface adiabatically)
is governed by the thermodynamic equation:

d [g_'_ + N2W = Q (A.2)

<;eo

where g is gravitational acceleration, N=(g dlnSo/dz)I/2
the Brunt-V_is_l_ frequency, e'the deviation from the

global mean @o, Q diabatic sources/sinks. For hydrostatic

motion (an excellent approximation for these motions) the

streamfunction and _' are related by the thermal-wind equ.:

eo _z (A.3)
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ABSTRACT

In order to extract additional information

..... crystals growT, in the microgravity environment

of Spacelab, a quantitative schlieren analysis

technique has been developed for use in the Holography

Ground System of the Fluid Experiment System located

in Test Laboratory at Marshall Space Flight Center.

Utilizing the Unidex position controller, it has been

possible to measure deviation angles produced by

refractive index gradients of 0.5 milliradians.

Additionally, refractive index gradient maps for any

recorded time during the crystal growth have been

drawn and used to create solute concentration maps

for the environment around the crystal.

The technique has been applied to flight

holograms of Cell 204 of the Fluid Experiment System

that were recorded during the Spacelab 3 mission on

STS 51B (29 April - 6 May, 1985). A triglycine sulfate

crystal was grown under isothermal conditions in the

cell and the data gathered with the quantitative

schlieren analysis technique is consistent with a

diffusion limited growth process.
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INTRODUCTION

The Holography Ground System (HGS) at Marshall

Space Flight Center is a vital part of the Fluid

Experiment System (FES) designed to fly in Spacelab

onboard the Shuttle. One of the many uses of HGS is

reconstruction of space recorded holograms to

investigate crystal growth. This paper describes

a Quantitative Schlieren Analysis Technique (QSAT)

that determines the refractive index gradients
around crystals growing from solution.

Quantitative schlieren analysis is not done

easily (Davies 1982, Eckert and Goldstein 1970, Vasil'ev

1971). However, the Unidex stepper motor controller

on the HGS can locate the knife edge with an uncertainty

of position of less than I0 micrometers. This precision

enables the researcher to measure deflection angles

of 0.i milliradians. Since holograms are being

analyzed it is possible tostudy the state of the

test cell at a single moment in time with the knife

edge in any position. Therefore it is possible to

observe_index of refraction gradients as small as
1 x 10 -6 /mm. The optical elements in the HGS limit

the deflection angle to a maximum of 1 degree,

corresponding to a gradient of 2 x 10"_/mm.

QSAT has been used to study the growth of

a triglycine sulfate (TGS) crystal in Cell 204 in the

FES onboard the Spacelab 3 (SL-3) mission that flew

on Shuttle 51B from 29 April to 6 May, 1985. TGS

crystals are good infrared detectors that operate

at room temperature, but large crystals are difficult

to grow under normal gravity at the Earth's surface.

The index of refraction of TGS solution depends on

the TGS concentration and has been studied by Kroes
and Reiss (Kroes and Reiss, 1984). The end result

of applying QSAT to the SL-3 holograms has been the

production of refractive index gradient maps and

average solute concentration maps for the growth

period of the TGS crystal in Cell 204.
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OBJECTIVES
L

The objectives of this work were to:

I. Analyze the reconstructed images of several holograms

of the crystal growth test cell from the Fluid Experiment

System on Spacelab 3 using schlieren techniques to

develop a concentration gradient map around the crystal.

2. Develop a map of the solute concentration field

of the test cell.

3. Refine the techniques involved in producing these

maps to a "user guide" approach for follow-up research.
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,THEORY

Consider parallel light normally incident on

a test cell as in Figure i. If the test cell has a

constant index of refraction then the light will

remain parallel. When a lens is placed into this

beam, all of the light will be brought to focus at

the back focal point of the lens. Schlieren

analysis uses a knife edge at this point to block

the light and leave the image screen dark.

However, if the index of refraction in the test

cell varies, then the light will be deviated from a

parallel beam. If the light is bent upward by an

angle Q4 , see Figure I, it passes above the edge

and makes a bright spot on the screen. All rays

bent upward reach the screen, regardless of

where they pass throu _**= ==Ii. '_- _ _ _

if the beam is deflected down by an angle _ , the

screen remains dark. To observe these deflections

the knife edge is rotated 180 degrees, inserted from

the top of the figure. Schlieren analysis is sensitive

to deviations that are perpendicular to the knife edge°

Deflections parallel to the edge remain blocked

unless the knife edge is rotated 90 degrees.

If the knife edge is moved a distance, a, above

the location where the undeviated light was blocked,

then some of the screen is still illuminated while

more of the screen is dark. The boundary between

the bright and dark regions locates where the light

has been bent by the angle o( (Vasil'ev, 1971). For

small deviations (Eckert and Goldstein, 1970), the

angle O( , in radians, equals the ratio of a to the

focal length of the lens f.

OK = a/f (I)
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This angle is greater than the deflection angle

produced by a refractive index gradient because of

refraction at the fluid-cell wall-air boundary.

Applying Snell's law to the two plane interfaces,

see Figure 2, yields for small angles,

n''o('' = nO( (2)

where n is the refractive index of air, o_ is

the observed angle, n'' is the refractive index of

the fluid and o( '' is the deflection angle in

the fluid. Substituting from (I) and solving for

_,,

0('' = (lln'')(a/f) (3)

since the refractive index of air is 1.00.

To understand the relationship of the deflection

angle to the refractive index gradient (Wolter, 1926

or Meyer-Arendt, 1972), consider the model of the test

cell presented in Figure 3. Assume that the refractive

index only varies in the y-direction. As parallel

wavefronts enter the cell, they obey Fermat's principle
and travel faster where the refractive index is

smallest and complete the same optical pathlength

in any time period. Or in equation form,

nds = n'' ds'' (4)

where n and n'' are the indices of refraction along the
paths ds and ds'' and n'' = n + dn.

The angle between the two wavefronts is the deviation

angle CW''. Looking at Figure 3,

ds = R do( (5)

ds''= (R - dy) dO( (6)

X-4



From (4)

ds - ds'' = (I - (n/n''))ds (7)

and from (5) and (6)

ds - ds'' = (dy) d_ (8)

Setting these relationships equal and solving for d_

do( = (i/dy)(l - (nln''))ds (9)

Recalling n'' = n + dn

do( = (l]n'')(dn/dy)ds (i0)

Integration finds the total deviation angle

o_'' produced by travelling through the cell a

distance z. If n'' and dn/dy do not vary with z,

o_'' = (i/n'')(dn/dy)z

Equating the expressions for C_ '' in (3)

and (II) and solving for the gradient dn/dy,

(II)

dn/dy = (alf) (I/z) (12)

From symmetry, the total two dimensional gradient is

n = _(dn/dx) z + (dn/dy) z (13)

If there is a dependence of the gradient on the distance

through the cell, which is often true, then (13)

is the value of the gradient averaged over z.

As the TGS crystal grows, it removes solute
from the solution and reduces the concentration of

TGS surrounding the crystal (0wen and Kroes, 1985).

The relationship of the refractive index to the

concentration is understood (Kroes and Reiss, 1984),

and is plotted for 42 degrees Celsius in Figure 4.

With this information, the gradients can be used

to determine concentrations.
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APPARATUS AND PROCEDURE

Reconstruction of the FES flight holograms

was completed on the Holography Ground System (HGS).

The HGS consists of a Newport Research Corporation

Model RS-516-18 5' x 16' x 1.5' enclosed flat table

suspended on Model XL-8 pneumatic legs. A Spectra
Physics Model 125 helium neon laser rated at 50

milliwatts is used with the optical elements on the

table to produce a uniform beam to illuminate the

holograms. Precise positioning of the knife edge is
accomplished with the Unidex IIIa controller

manufactured by Aerotech. Exposure times are set

on a Newport Research Model 845 electronic shutter.

To begin QSAT the HGS must be configured for

schlieren analysis as detailed in the Operations

Manual (TAI Corporation, 1984). The first hologram

to be reconstructed should be of the test cell when

the solution was of uniform concentration. This con-

dition will produce an undeviated parallel beam of

light. The knife edge must be inserted into the

beam at the back focal point of the lens, i00 cm

behind the lens. This location can be confirmed by

watching the field darken uniformly as the knife

edge is moved through the focal plane (Eckert and

Goldstein, 1970). The position is determined

where no light reaches the image screen located

I00 cm behind the knife edge.

With the initialization procedure completed,

a growth process hologram can be studied. If there

are any gradients in the solution that deflect the

light over the knife edge, then bright regions

appear on the screen at points in the image plane

corresponding to increasing gradient locations in the

cell. A photographic record of the image of the cell

is obtained using Polaroid Type 55 film, which produces

a positive and a negative. The knife edge is moved
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farther across the optic axis, typically 0.50,

1.00, 2.00, and 5.00 mm and photographs taken for

each of these positions.

When the set of photographs for a given knife

edge orientation on a single hologram have been taken,

the knife edge is returned to the zero position

with the Unidex controller. The knife edge can be

rotated to a new orientation and the undeviated hologram

initialization procedure repeated. A complete set of

data requires photographs with the knife edge oriented

at 0 degrees, 90 degrees, 180 degrees, and 270 degrees.

These orientations identify all refractive index

gradients in the cell at the time the hologram was

exposed. Figure 5 shows the effect of rotating

the knife edge 180 degrees /or hologram 3P083.

Figure 6 shows the change as the knife edge is moved

2.00 mm and 5.00 mm above the optic axis.

Next, a map is produced indicating lines of equal

deviation angle within the cell. The negatives

are enlarged five times, using an overhead projector,

and the boundary between bright and dark regions of is

marked and coded to indicate knife edge orientation

and deviation angle (as in Figure 7). Tracing paper is

laid over this map and all intersection points marked.

Gradients are the vector sums of the two orthogonal

components at these points which can be plotted on

maps (see Figure 8). Average solute concentration maps

(see Figure 9) are easily drawn since isocon-

centration lines will always be perpendicular to the

gradient vectors. It is assumed that thezero gradient

points are at locations of saturated solution and

that the gradient varies smoothly through the

regions between points where precise values are

known. The change in the index of refraction is

found by integrating the gradient over the distance

from the zero gradient points. These

refractive index values can be used with Figure 4

to determine the average solute concentration.
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Figure 5- Schlieren photos from 3P083 
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BOTTOM- Knife Edge at 180 degrees 
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Figure 6- Schlieren Photos from 3F083 with 
Knife Edge at 180 degrees 
TOP-o( ' I  = 2 milliradians 
BOTTOM- MI'= 5 milliradians 
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DATA ANALYSIS
|

The results of applying QSAT to the Cell 204

holograms are consistent with the theoretical

expectations. Table 1 lists the holograms

studied, the Mission Elapsed Time, and the time

since cap opening. All Schlieren photographs,

boundary line plots, gradient and average solute

concentration maps are stored in the HGS at MSFC.

Discussion of the crystal growth can be divided

into three time periods, distinguished by the

behavior of the refractive index gradient.

Cell 204 was operated in an isothermal

environment for the growth period at 42 degrees Celsius.

However, at the time the cap was opened, the sting

and solution were at a higher temperature to allow

the surface of the seed crystal to dissolve. The

dissolving crystal adds more TGS to the solution near

_h_ _vystal. Sch!ieren photographs from 3P043 show

the crystal is still dissolving. In 3P047 the

data exhibit very small gradients which suggest that

the crystal is growing, although the growth could not

have begun much before the exposure, 2h:43m:57s after

the cap was opened. The next hologram suitable

for Schlieren analysis, 3P049, .shows a growing
crystal.

Holograms for almost the next nine hours show a

steady, uniform, symmetric growth pattern in the

gradient. The location of the zero gradient

points above the crystal face move from 2.0 mm in

3P049 to 14.8 mm in 3P083. The magnitude of the

gradient inside the_ points also increased with
gradients of 5 x I0 _ /mm first appearing in 3P055

0.5 mm above the crystal face. By 3P083 these

gradients were foun_3.3 mm above the face, and a

gradient of 9 x I0 °_ /mm 0.5 mm above the crystal.

This regular growth pattern changed in 3PI02.

The same size gradients were found slightly farther
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above the right side of the crystal than the left.

By 3PI08 there were large asymmetries in the zero

gradient, but gradients remained symmetric near

the crystal. From 3P102 through 3P133 the gradients

continued to extend farther away from the crystal

face, while there were only slight changes near the

edges of the crystal. In 3P133, the zero gradient

points were 17.8 mm above the face and 5 x 10 °_ /mm

gradients were 3.5 mm above the crystal. The later

holograms, 3P151 and 3P161, may indicate a slight

decrease in the gradients around the crystal.

Average solute concentration was determined

by curve fitting. Starting from the zero gradient

and moving in the normal direction toward the

crystal, the gradient could be found by,

Vn(Y) = k y x I0 mm (14)

where y is the distance in mm from the zero

gradient and k is a fitting constant. The average

k values with standard deviations for each hologram

are given in Table 2. Early in the growth the k

values change rapidly before reaching a fairly

steady value. For 3PI02 to 3P161 the average

value of k is 0.0275_.0040. Integrating this

function over the displacement from the zero

gradient line enables values for the refractive

index, and subsequently the average solute

concentration, to be assigned to each isoconcen-

tration line. Table 2 also shows the largest

measurable deviation angle, about 0.5 mm above

the crystal, for all holograms with angles greater

than 5 mrad. All of the data suggest that the

crystal started growing slowly, then grew more

rapidly before slowing again during the last
12 hours.

There are also indications in all of the

holograms of some very small gradients in other

portions of the cell. These gradients may be the
result of thermal variation within the cell or

relate to other locations where TGS was deposited

during the growth period.
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TABLE 1 - CELL 204 Holograms Studied with QSAT

Hologram
Number

Mission Elapsed
Time

Time from

Cap Opening

3P032 II0204244 - 0240249

CAP OPENING 110245233 0:00:00

3P043 112202205 + 1216232

3P047 113229230 + 2243257

3P049 115200228 ÷ 4214255

3P053 115202238 + 5217205

3P055 116247230 + 6201257

3P057 117245252 + 7200:19

3P065 120240200 + 9254227

3P083 123_38202 +12252229
3P102 127201256 +16216223
3PI08 129_33252 +18_48219

3P122 132s43247 +21258214

3P133 135215243 +24_30210

3P151 139203237 +28x18:04

3P161 141235233 +30_50200

TABLE 2 - k Values and maximum deflection

angleB for Cell 204 Holograms

k maximum deflection

angle(milliradians)

3P053 .403 +/- .132
3P055 .262 +/- .102 5.00

3P057 .186 +/- .024 6.00

3P065 .160 +/- .012 8.50

3P083 .040 +/- .003 9.00

3P102 .026 +/- .003 9.00

3P108 .028 +/- .004 9.00

3P122 .031 +/- .005 10.00
3P133 .024 +/- .003 9.00

3P151 .030 +/- .003 9.00

3P161 .027 +/- .002 8.00
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CONCLUSIONS AND RECOMMENDATIONS

In summary, the objectives for the project

have been successfully met. The Quantitative

Schlieren Analysis Technique produces reliable,

reproducible results for the refractive index

gradient from the FES flight holograms. Unlike the

Mach-Zehnder interferometric method, there are no

problems with table vibrations, or thermal air currents

over the table. Deviation angles of 0.5 milliradians

were recorded and gradients were measured within 0.5

mm of the crystal face. It is quite probable that

angles as small as 0.1 milliradians could be

recorded. Hith knowledge of the gradient, iso-

concentration lines can be mapped. These lines are

very similar in appearance to those obtained for

sodium chlorate crystals analyzed under conditions

with no gravity induced convection currents

perpendicular to the crystal face(Humphreys-0wen,

1949). Using (14) it is possible to find the

refractive index on an isoconcentration line and to

assign average solute concentration values to these

lines. To obtain solute concentrations directly above

the crystal requires some type of mathematical

manipulation assuming symmetry to the growth proces:_.

There has been no attempt during this summer to

calculate exact solute concentrations using

symmetry assumptions.

Having completed this work there are two

recommendations for the future. The first can be

implemented with the HGS for better analysis of the

holograms and the second recommendation needs to be

incorporated into the FES system.

I. A digital image processor must be added

to the HGS system. The present system using

conventional photography wastes time,

manpower, and material. At least one hour is
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nPpd_d to obtain the data from a hologram:

and two to three hours to refine the data.

If the image processor and the Unidex

positioner were controlled by a computer, data

collection time would be reduced by a factor of

ten. Computer analysis would produce gradient

and solute concentration maps. Each hologram

contains more detail than the present process

can examine, computer control could reveal

the details. With the digital image

processor, an operator mounts the hologram,

checks the initialization position, and waits

for the computer to collect the data.

2. Averaging over the distance through the
cell can be avoided by adding optical elements

to the FES object beam path that send a set of

beams at different angles into the cell.

Matching elements on HGS would obtain three

dimensional information. One possible system

has been used by R,,_rd (R,,_ar_ !968)_

A coarse diffraction grating (16 grooves/cm)

may be another workable alternative.

Until the image processor is acquired, slow

paced data analysis can continue. A detailed

investigation of the early growth stages could be

made. The time of the first non-symmetric

qradients should also be studied. Gradients not

related to the seed crystal could yield information

about temperature changes and unwanted crystals.

QSAT is a method of holographic analysis that
can be extended to any systems where refractive index

gradients are present. The hologram reconstructs the

wavefronts leaving the test volume and the Unidex

controller locates the knife edge with sufficient

precision to determine numerical values of the

gradients. These gradients may be used to

understand processes in the test region.
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ABST {ACT

The objective of this investigation is to assess the
feasibility of using Series Resonant Inverter as the driver

_nodule for high frequency power system on the Space Station.

This study is a continuation from last year. It summarizes the

performance of the Series Resonant Inverter that was used in the

testing of the single-phase, 2.0-kw resonant AC power system

breadboard. This paper also describes the architecture and

analyzes the driver modules of the 5.0 kw AC power system

breadboard.

An investigation of the various types of transmission lines

is continued from last year. Measurements of equivalent series

_esistor and inductor and equivalent parallel capacitors are

presented. In particular, a simplified approach is utilized to

describe the optimal transmission line.
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INTRODUCTION

ORIGINAL PAGe- IS
oe eoon

The original Space Station, Skylab, didn't require power at

the levels of hundreds of kilowatts. In fact. Skvlab used an 8

kilowatt bus for power distribution. In contrast, the Initial

Operation Configuration (IOC) Space Station will require 75

kilowatts for primary power distribution while the growth Space

Station will require 300 kilowatts. The spacecraft being

designed for new NASA missions are projected to have demands for

power at orders of magnitude greater than current spacecraft.

The evolving spacecraft power systems for these missions will

require increased efficiency and versatility to meet load

requirements of greater power, multiple users and increased life.

Therefore, Space Station must have the ability to be expanded to

cover expected power needs of hundreds of kilowatts.

NASA/Lewis Research Center (LeRC) has proposed to use a

high-frequency, high-voltage AC power system to fulfill the needs

of the Space Station. LeRC, the NASA center responsible for

primary power generation and conditioning on the Space Station,

proposes to generate the AC power using a resonant AC power

system. Furthermore, they are proposing a primary power

distribution of 440V AC RMS single phase at 20 kilohertz, and
_ _ F_ 4_ _ _,_ _e_4h,,_a_ i _ _h_ n_mmnn m_111_

Marshall Space Flight Center who is responsible for

distributing power in the common modules have expressed deep

concerns about this AC power system efficiency, transmission

_eliabilLty, and corona effects inside the module. They have a

special concern about using the series resonant inverter as the

driver for the power system, and feel that this matter should be

resolved before the final decision is made to build the system.

The resonant inverter was tested in a resonant AC power

system test program that was developed by General Dynamics, a
contractor for LeRC. The test results are utilized to evaluate

the performance of multiple resonant inverter driver modules for

a 5.0 kw AC power system breadboard.
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1.0 SYSTEMTEST CONFIGURATION

I.i AC System Operation

The basic circuit for the inverter is a simple series

_esonant circuit as shown in Figure l-la. The operation is as

follows: When switch S1 is closed, the resonant circuit is

excited and "rings" at the natural resonant frequency of the

circuit determined by the values of L, R, and C. The voltage

across the load will appear as in lb. The load resistance

dissipates energy from the resonant circuit and causes the

voltage and current waveforms of the circuit to be damped. If

the resonant circuit is now excited from a pair of opposite

polarity sources through a pair of toggled switches operating at

natural frequency (Figure 2a), a sustained AC wave can be

developed as shown in Figure 2b.

This circuit can be implemented in the usual bridge

arrangement depicted in Figure 3. Alternatively, the load can be

placed in parallel with the resonant capacitor as proposed by

Neville Mapham (Figure 4).

The current in the resonant circuit of the inverter is

primarily determined by the L and C of the tank circuit.

Therefore, the Mapham type inverter is a voltage source device

because the load is in parallel with the resonant capacitor. The

Mapham inverter is a voltage source but becomes overdamped and

begins to operate irregularly for heavy loads. Because the AC

breadboard is a utility-type power system the Mapham

configuration was chosen as the driver module.

If the resonant frequency of the inverter is increased above

the switching frequency then Silicon Controlled Rectifiers (SCRs)

can be used as switches. Replacing the load resistor of Figure 4

with a transformer allows the inverter to be used as the driver

to a high-voltage bus capable of providing power to a variety of

loads. Larger power systems are possible by combining multiple
inverter modules.

To test the Mapham topology, a resonant AC series inverter

was operated with a DC input voltage and Tan through a series of

tests to determine its start-up performance, response to load

changes, load regulation and efficiency. A summary of the test

results is discussed in the following sections.
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1.2 Single Inverter (Configuration)

The test configuration was a 1.0 kw inverter module with a

I___ ,_ ..... _ mh_ inverter schematic is in Figureresistiv_ ±u_ _L_w ........

6. This module was operated with a 90-volt input and run through

a series of tests to determine its start-up performance, response

to load changes, load regulation, and efficiency.

2.0 SUMMARY OF TEST RESULTS

2.1 Start-Up of a Single Inverter

The test results indicated that a single inverter in a

resonant power system configuration exhibited no problems

starting up with a step application of voltage while under no
load to 50% resistive-load conditions.

2.2 Steadz-State Operation of a Single Inverter Module

The single phase power system breadboard test demonstrated

that the resonant inverter was efficient and versatile as a

system building block. The 1.0kw inverter breadboard was 96.9%

efficient. The inverter supplied power over long distances (50

meters) to active load --_ _lllUUU_eo.

The development of inverters must also be continued. Since

the majority of the power loss in an inverter was attributable to

the SCR's, alternatives must be explored.

2.3 Transient Load Response of a Single Inverter

The inverter circuit is shown in Figure 6 and the circuit

used to abruptly change the inverte_ load is shown in Figure 7.

Three load changes were tested:

a. 0.0w to 580w and reverse

b. 580w to lll0w and reverse

c. 130w to lll0w and reverse

The most dramatic power change took place in the 130w to

lll0-w case. Yet, the inverter experienced only a short and

smooth transition period as shown in Figure 8 and 9, which show

the inverter output voltage and current for the 130 to lll0-w and

III0 to 130-w case respectively. Discounting the switch bounce

in Figure 8, these figures showed that the overshoot of the

inverter was small and the entire t-ansient response lasted only

150 microseconds. The other inverter parameters such as the leg

current (Figure I0) also showed a smooth and brief transition for

abrupt load changes. The transient response characteristics in
the other two cases (0.0w to 580w and reverse and 580w to lll0w

and reverse) lasted fo_ a shorter amount of time because the load

variation was not as great.
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2.4 Power Supply Sensitivity of a Single Inverter

The test results indicated that every parameter in the

system showed a smooth transition. The shift to a higher input

voltage was also a smooth transition, but its time constaJlt was

much longer and was dei_ermined by the response time of th_ power
supplies.

2.5 Power Turn Off a Single Inverter

The test results indicated that the output voltage of the

inverter merely decayed to zero with a time constant based on the

filter components and the load.

2.6 Conclusion

The testing of the single-phase, 2.0-kw resonant AC power

system breadboard demonstrated that the resonant inverter was

efficient and versatile as a system building block, but it needs

to be developed more to get rid of the power losses attributable

to the SCR's. Furthermore, the inverter must be more efficient

for the AC power system on the Space Station, because it will

have to drive high frequency AC power down the boom to the common

modules. Therefore, Marshall Space Flight Center, who is

_esponsible for development of power in the common modules, is

concerned about using this resonant inverter as the driver for

the AC power system.

3.0 MSFC CONCERNS

].I Propagation of Fault to Series Resonant Inverter

If a fault in the system propagates back to the SRI, the bus

collapses and the system goes dead. MSFC feels that a

utility-type power system should be built to provide power to
remove fault.

3.2 Efficiency at Partial Loading Due to Redundancy Schemes

LeRC efficiency projections involving SRI are based on full

loading. MSFC feels that the projections should be based on 50%

loading.
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3.3 Corona Effect

For the Space Station, LeRC is proposing a primary power
............ = A_n_7 .... _._1_ _h_ _ P0 kilohertzs. MSFC, who

is responsible for the development of the electrical power system
in the common modules is concerned about the power distribution

in the modules, because the modules are susceptible to corona at

high voltage and twenty kilohertz frequency. Therefore, they are

planning to reduce the voltage outside the common modules by

using a step down transformer.

3.4 The AC Power System Efficiency Dependence

The test results from the 2.0-kw resonant AC power system

breadboard indicated that the AC power system efficiency depended

much on the resonant inverter efficiency. The test results

indicated the efficiency of the power system depended on the

frequency of the resonant inverter. That is the efficiency of

the system was reduced when the resonant frequency of reactive

components and the switching frequency were b_ought together.

While designing and testing sample transmission lines it was

learned that adding the shield to the transmission line increased

the resistance and thus the power dissipation of the lineo In

brief, the efficiency of the system was reduced and this was

attributed to the power losses in the transmission line.

Therefore, the AC power system needs more efficient

inve_ters and transmission lines.

Recognizing these needs and concerns, General Dynamics

proposed to deliver 5 kw proof of concept AC power processing

breadboard to NASA/MSFC for their evaluation in providing common

module power.

4.0 AC POWER PROCESSING BREADBOARD ARCHITECTURE

The overall system is shown in Figure II. It features three

resonant driver modules with transformer-coupled outputs that may

be switched to either of two redundant buses on disconnected from

both in case of a module failure. This driver side of the system

will be mounted on a single assembly with its control circuitry,

microprocessor, and internal power supplies. This assembly will

be connected to a receiver assembly with a redundant bus system.

Two wuch bus systems will be supplied for seperation distances of

50 or 100 meters. A single receiver assembly will contain its

own "load" microprocessor, control circuitry, power supplies, and

five transformer-coupled load module. Each will provide

different-characteristic outputs and will have the same type of

isolation switc1_ing as the driver modules, for autonomous fault

protection for load faults or internal module failures.
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4.1 Analysis of the Driver Modules

Each of the three driver modules will be a series-resonant

inverter operating at a fcequency of 20 khz. They will be

externally synchronized and operate with their outputs connected

in a three-phase "Y".

The basic circuit is a series resonant design, that places

the load (reflected through the output transformer) in parallel

with the resonant capacitor, in the method proposed by Neville

Mapham (Figure 4).

This give a system driver that is essentially a voltage

source. It has significant advantages for a power system. The

line voltage tends to be independent of the load, and it is

perfectly happy to be lightly loaded or unloaded just as a

utility system should be.

The actual configuration that is currently operating is

shown in Figure 12. Of course, the duality of the resonant

circuit of this type means that, if the circuit is tolerant of

open loads, it is intolerant of overloads and short circuits,

particularly in the tyristor-driven configuration pictured.

Overloads make the resonant circuit overdamped and, as a result,

the current in the on-position thyristors has not decayed to zero

before the synchronization pulse requires the other side to turn

on. If operated in this mode, a direct power supply short

results. The system protects against such faults at two levels.

First, the control circuitry detects the current in the

driver branches and inhibits the turn-on signal if it is not

correct. Second, the module output switches (or the load

switches for a load fault) disconnect the overload, allowing the

driver to return to its preferred under-damped mode.

This approach is supposed to be operational on General

Dynamic's 2.5 kw IRAD inverter breadboard and its controller.

is supposed to be working.

It

You can see that here, and throughout the system they have

carefully considered fault protection so that the system will

meet its internal fail-operational, fail safe goals.
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Conclusions and Recommendations

Based on the test results of the AC power system and other

factors, MSFC feels that alternate approaches to the SRI modules

a[id trarl_missiorl ±_n_ _uu_u b_ i_]_estigated.

Most of my research time has been spent measuring the

equivalent series resistor and inductor and parallel capacitor of

various wire configurations. The results are shown in Tables 2

through 7. Also, a graph of the transmission line losses is

shown in Figure 16. The other part of my research time has been

spent analyzing and evaluating the performance of the driver

modules in the AC power breadboard test program.

Based on this research, I agree with MSFC that the AC power

system should be more efficient before it is built. Therefore, I
make the following recommendations.

a) The MSFC AC power breadboard should be used as a test

facility.

b) The breadboard should test for fault tolerance,
available switching gears and different transmission cable

configuration.

c) Time and money should be given engineers to build and

test different topologies, in order to improve the SRI drivers

efficiency.
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T ABLE 1

POWER SUPPLY SENSIT]V[TY OF INVERTER

VIN I'VC ) fIN([DC ! [OUT([RM_F (KHZ)

6q.c;

87.0

104.4

- 2t3 :':

P) _,,,/

113,29

12.7E;

15.24

) You_(Vp,.)

q3,0

117.0

141_.6

6.9

8 _,¢..

10.2

2vD.O

2_P.0

2Fj .0
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WIRE TEST

M18001

TABLE 2

RESULTS

12 (S INGLE

(5 METER LENGTHS)

[NSUL) TWISTED

FREQUENCY

0.4

1.0

2.0

4.0

10,0

20.0

40.0

t00.0

CAP (PF)(KHZ)

349,!

347.1

346,0

345.£

345,7

345.8

346.!

347,5

ESL (UH)

2.70

2.60

2.50

2.4':)

2.42

2.36

2.23

2.04

ESL (MA)

70.4

70.4

70.2

71.0

76.8

93.0

132.4

234.3
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WIRE

TABLE 3

TEST RESULTS (5

N81044/16 "12 (DOUBLE

METER LENOTHS)

[NSUL) T'W'ISTED

FREQUENCY (KHZ) CAP (PF) ESL (UH) ESL (M,A,)

0,4

1.0

2.0

4.0

10,0

20.0

40.0

100.0

205.5

205.0

205.0

205.0

205.9

206.0

206.8

3.09

3.09

3.09

3.08

3.05

2.97

2.87

207.8 2.74

64.5

64.8

65.1

66.2

72.6

87.q

117.2

206.8
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TABLE 4

WIRE TEST RESULTS (5 METER

SINGLE: SHJFLD ,,12

LENGTHS)

FREQUE_,_,:_ (K:H2# ,F:_F' iFF) ESL IUH) ESL (M/_)

13.4

1.O

2.B

4.0

113,B

20.0

40.8

tog.13

152q.q

1528.8

1528.4

!538.6

152q.E'

152q.t

152':-t.1

152q.2

B .88t3_

0 #q8

,0.7q8

.7qf_rl

13.774

13.741

?1 - "*'-;'ld.b o .:_,

0.62q.

122.8

122.8

122.9

123.4

126.0

132.6

145.8

171.8
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WIRE TEST

T ABLE 5

RESULTS (5

DOUBLE SHIELD

METER

"]2

LENGTHS

FREQUENCY

0.4

1.0

2.0

4.0

I0.0

20.0

40.0

IOB.O

CAP (PF)

1229.6

1228.9

1227.q

122 _3.4

122_.3

1227.4

122/./

ESL (UH)(t<H Z )

1227,2

,88E,!,

0,862

@,SSb

0.88=,

0.836

IZ_.778

0,704

72.9

72.q

73.2

73.6

76,7

84,3

100.5

141.£
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WIRE

TABLE 6

TEST RESLJLTS (5 METER

M2275q ','16 [FL]GHT TYPE)

LENGTHS)

FREOUEr.;:", (KHZ) CAP (PF) ESL (bHi ESL (Nf_)

C! ,4

L.O

4.0

10,G

20.0

4_,0

t60.0

170.9

179,0

17q.0

179.4

189._1

1S_,5

186.2

182.4

2.85

2.8q

2.$7

2,87

¢%[::ii ,1_ .J

2.St

2.7..3

152.7

152.7

153.5

15_.1

172,2

2t_.5

30%5
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WIRE TEST

TABLE 7

RESULTS (5

SINGLE SHIELD

METER

.16

LENGTHS)

FAEOUEr,i(. Y

CA,4

1,0

2.17,

4,L_

18 0

213.13

48,E7

168,:d

(t;,HZ) I::_AF:' ,:F:'F)

1226,6

1225,4

!224.c;

1226,3

12:-_-'5 ,_:-'

1224.3

1/,._4.i

I_,_4.13

r--c,JE,..,L (OH)

13.Sq

B.ql

_.q!

0.92

13.q2

0.91

0.88

0.82

EL::.L (MZ,. ;

2t6.7

216.7

216,.7

m, "T,, .71

•-_ __-1.8

#_.0"1,4

• _ t7213.3,,
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WIRE T.EST

TABLE 8

RESULTS (5 HETER

DOUBLE SHIELD * 16

LENGTHS)

FREQUENC: "," (KHZ)

0.4

1.0

._J

4.1_

10,B

20.0

40.0

tOg.8

CAP (PF

122£.6

1228.5

t")'-)0
1._.-" 0, r,3

122£.4

1228.3

1227.4

1227.2

"'3")'1'I--.'/ ,3

ESL (UH_

O.q9

i.00

1 FAI"21
J.. W_,'V,._'

1,00

!.DO

I.C.")0

0.99

B.gO

ESL (M.,' :,. )

134.7

i34.7

134.8

135,0

13G.G

141.8

159,1

22B.3
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Figure I. Basic Series Resonant Circuit
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Figure A-i. _uic resonan! circuit.
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Figure 2. Dual-Polarity Series Resonant Circuit
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Figure 3. Series - Output Type Series Bridge Circuit
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Figure 4. Parallel - Output Type Series Resonant Bridge Circuit
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Figure 5. Test Configuration Driver with Resistive Load
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FiEure 6. l. Okw Inverter Schematic
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INVERTER

LO00i_L_O0

LOAD >

SWITCH

2_ ms

DELAY

SCOPE

>JRIGGER

LOAD RELAY

COIL ENERGIZED

Figure 7. Test Circuit to Measure Transient Load Response

of a Single Inverter Module
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Figure 8. Inverter Output Voltage and Current as the Load
is Switched from 130w to lllOw
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0
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0

Figure 9. Inverter Output Voltage and Current as the Load
is Switched from llOw to 130w
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O

Figure i0 Inverter Leg Current as the Load is Switched from
ll0w to 130w
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SIMULATING INTERSTELLAR GAS IN

TIuALLY ulb-ro_mu _^_mo

by

Gene G. Byrd
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ABSTRACT

Galaxies with optical and radio emission in their

nuclei such as Seyfert galaxies and auasars are more likely

to have nearby companions than normal galaxies. It is

usually suggested that inflow of oas to a black hole in the

central cegion is reouired to fuel the nucleus of an active

qalaxy. Processes near the black hole are not Dart of this

study. Instead, we will extend our previous investigations

on whether gravitational tides from companions trigger

global instabilities in spiral Galaxy disks and thus rapid

flows of gas into the nucleus to fuel activity. We will use

an n-body computer program to simulate the disk of the

spiral galaxy within a much more stable, high-velocity

dispersion spherical halo. Under sufficient perturbation,

the disk undergoes violent distortions due to the disturber

and its self-gravitation. We have already simulated the

tidal action of companions and shown that the tidal

strengths at which the instabilities appear match those of

the observed companions of Seyferts and quasars. With the

additional modifications we have planned, the gas flow into

the nuclear regions after the tidal interaction will be more

realistically simulated to compare with observations (e.g.

colors, velocity fields) of active galaxies. Work during

this summer has involved learning the EADS system on the new

I_M/Cray computer at Marshall, getting the computer programs

used above _orking on the Cray, and doing library research

on characteristics of the gas in disks of galaxies.

Finally, I completed work on two articles not related to the

above project.
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INTRODUCTION

It has become increasinqly apDarent that excess optical

and radio emission in nuclei of qalaxies and auasars is

related to the presence of companions (Sulentic 1976, Hummel

1982, Stauffer 1982). Seyfert qalaxies with strong activity

appear to be more likely to have companions than normal

galaxies (Adams 1977, Vorontsov-Velyaminov 1977, Simkin et

al. 1980, Balick and Heckman 1982, Kennicutt and Keel 1984,

Dahari 1984, Cutri and McAlary 1985, Keel et al. 1985).

Furthermore, the same correlation is seen for quasars

(Stockton 1982, Hutchings and Campbell 1983).

It is usually suggested that an inflow of gas to the

central region of a galaxy is required in order to fuel the

nucleus of an active galaxy or quasar (Simkin et al.

1980). The inflowing gas w... form an accretiu,i _J_'sk-

(Bailey 1982, Bailey and MacDonald 1981). Usually the disk

is thought to build up from various possible inflows and to

become unstable due to some intrinsic mechanism either local

Another earlier suggestion for fueling of central

engines of tidally interacting qaiaxies has been disk qas

transfer _rom a closely passing spiral companion to its

primary (e.g. Toomre and Toomre 1972, Keel et al. 1985).

_lhile this mechanism may occur and is worthy o6 _uture

study, we fee] that the feedinq from the disk of a spiral

itself into its nucleus is probably more important.

Evidence for this conclusion is Daharis' (1985) observation

that in interacting pairs of galaxies, Seyfert n,]clei are

found exclusivel_ in the spiral members, not in elliptical

members. If gas flow from companions is responsible, then

ellipticals would be just as likely to show Seyfert activity

in pairs as spiral members would.
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OBJECTIVES

i) Become familiar with the EADS system on the new IBM/Cray

computers at Marshall Space Plight Center.

2) Make all changes necessary to get the Miller Polar N-

body program (previously used to study tidal triggering of

Seyfert galaxies) working on the Cray.

3) Review astronomical research on the nature and dynamics

of the interstellar gas in the disks of spiral galaxies.

4) In the light of current knowledge about disk gas, plan

and implement changes in the Miller Polar N-body proqra,n to

more realistically simulate the fueling of Sevfert/Quasar

activity in nuclei of tidally disturbed galaxies.
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PREVIOUS WORK

Because of the observed correlation between such

activity and the presence of companions, we have

investigated whether gravitational tides may provide an

external triggering mechanism (Byrd et al. 1986c). These

tides should precipitate global gravitational instabilities

in the disks of affected spiral galaxies and thus rapid
flows of disk matter into the nucleus. Prior to the

encounter the Seyfert galaxy would be much quieter since its
disk would be stable and the nuclear black hole would not be

fueled rapidly.

It has been suggested that bar distortions in the

nuclear bulge could act to feed the nucleus with disk

material (see Balick and Heckman 1982 review). However, the

observational correlation of strong Seyfert activity with

the presence of companions indicates that the ti _-IUd_

mechanism is one way that Seyferts may be made. The tidal

mechanism is an "avalanche" process in that, once it is

triggered, global instability by self-gravitation of the

disk cdn uL=_L= _±_, _v_o_.... v_ _.._.v_".,. ...... -- ----,

intrinsic bar mechanism could be a continuous,

nonaccumulative and thus lower level process. The two
mechanisms do not exclude one another and could be important

for different levels of Seyfert activity. Indeed, we

observe a bar to form in our model galaxy under strong

perturbations so there may be a connection between the two

mechanisms. Thompson (1981) has observationally verified

the connection between spiral galaxies having a bar and

tidal action finding a larger fraction of galaxies to be

barred in the core of the Coma Cluster than outside.

In our earlier work, we required that instabilities be

provoked in less than two revolutions of the disk edge since

we are considering the more active Seyferts and quasars.

Two revolutions of the disk is also about the length of time

for strong tidal perturbation in an encounter of two

galaxies. Our emphasis was on whether the tidal field is

sufficient to induce global disk instabilities. We required

that gas flows through the central regions match those

commonly cited as being required for Seyfert activity

(-0.5 solar masses/yr, Balick and Heckman 1982).

Our principal tool was a two-dimensional polar

coordinate FFT n-body program by Miller (1976, 1978). The

coordinate grid of this program is well suited for study of
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disk galaxies providing high spatial resolution where it is

most needed near the center. _e used about 60,000 particles

to simulate the disk of the spiral galaxy. Each part of the

disk acts qravitationally on all other Darts of the disk.

The spiral galaxy disk was composed of stars and gas.

The progra:n has been used to study the onset of global

instability and subse:_uent changes in a disk composed

primarily of stars (Miller 1978). The unmodified program

has also been used to study the onset of global

instabilities in a gaseous disk (Cassen, Smith, Miller

1981). We have modified the program to si,_ulate a finite

Hestel disk (Mestel 1963, Lynden-Bell and Pineault 1978)

rather than the infinite disk studied by Miller and co-

workers. [/e also modified the program to simulate the tidal

effect of a companion on the disk of a spiral galaxy. We

also used this version to study the orbital decay of

satellites oF disk oalaxies (Byrd, Saarinen, Valtonen 1985,

1986) and the creation of spiral arm spurs by larqe gas

complexes in galaxy disks (Byrd, Smith, Miller 1984). These

extensions of the proqram were also necessary for our

simulation of tidal trigaerinq.

Besides the strenqth of the tidal field, the other

major parameters of our study were the ratio of the halo

mass to the disk mass and the velocity dispersion in the

galaxy's disk. We expect the halo to have a hiqh velocity

dispersion and therefore be much more stable than the

"cooler" disk. Accordingly, we followed Miller (1978) and

consider the halo to be inert. Increasing the halo to disk

mass helps stabilize the disk, as does increasing the disk

velocity dispersion (Toomre 1964). The spatial softening

due to the program grid and a constant in the gravitational

potential Eormula assumed have the same stabilizing effect

as the velocity dispersion (Miller 1971, 1974, 1978). Using

Miller (1978), the spatial softening of our model disk is

equivalent to a velocity dispersion of about 1.5 times that

sufficient to stabilize it against small asymmetric

perturbations. This assumed dispersion is about that seen

in stellar disks of spirals. We initially kept the disk

velocity dispersion softening fixed at the observed value,

but we tried various halo to disk mass ratios. Figure 1

shows examples of the disk evolution of two disturbed

galaxies.

Our fundamental method for estimating qas flow into the

nuclear reqions was very crude. We simply counted how many

of the 60,000 disk particles per time step were thrown into

orbit crossinq the 1 kpc nuclear region. This fraction x

the assumed fraction of the disk in qas (0.i0) x the assumed
disk mass (I x I0 solar masses, 20 kDc) eaualled the rate
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gas entered the nuclear regions. As mentioned earlier, the

rate was required to be 5.5 solar masses/year. This gas,

once thrown into such orbits, will collide with other such

gas inelastically to flow into the "engine". We emphasize

that gma!l gca!e accretion proc_p_ n_r the central black

hole were beyond the scope of our investigation.

Should the reader have any doubt about the ability of

intrinsic instability to prevoke substantial inflows into

the central regions of a spiral galaxy under the proper

circumstances, we describe the following example result from

our previous work. As described earlier, this program

provides a crude view of flows of former disk gas through

the central regions of a perturbed spiral galaxy. We assume

here a ~20 kpc, 3 x i0 II solar mass disk with no spherical

halo. This disk is perturbed just enough to induce global

instability by a ~ fixed distant disturber. (The

perturbation = mass perturber in terms of disk mass/

(distance of perturber relative to disk radius) 3 ~0.01).

This perturbation equals that caused by, for example, an

equal mass companion at 5 disk radii from the center.

Results are shown in Fig. 2. The inflow starts about 200 x

l06 yr after the perturbation starts. This delay is

approximately the free fall dynamical time scale of the

disk. The first inflow is a violent ep _A_o_ _+ _n 0 _°_1°_

masses/year with the peaks of subsequent episodes declining

roughly exponentially over several hundred million years to

a fairly smooth inflow of a few solar masses/year. The

total amount of gas thrown into nucleus-crossing orbits is

about 5 x 109 solar mass in -600 x 106 yr = i0 solar masses

per year. The angular momentum removed from this disk

material has been (of course) transferred to other disk

material.

Note the "latency time" of -200 x 106 yr seen in our

preliminary runs. The material has not fallen into the

nuclear regions until after the companion has moved away

from the perigalactic point of strong tidal action. Thus

not all galaxies strongly perturbed by companions have to be

active at the time we are observing them.

According to our simple previous calculations, tidal

perturbations somewhat weaker than our example above result

in much weaker inflows in our model. Also, if we add an

inert halo several times the disk mass, stronger levels of

perturbation about 25 times greater are required to produce

the inflows thought necessary for Seyfert activity. At very

high halo masses, self gravity should not be important.

There the tidal field dominates in generating inflow.
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Perturbation levels of 0.01 to 0.I are reouired depending on

the mass of the halo. Dahari finds that most spiral

galaxies perturbed at these levels or greater are Sevferts.

In additional previous work (B_rd et al. 1986b), we

found evidence that the tidal mechanism is probably the main

cause of Sey_ert activity. In an e_amination of Seyfert

galaxies not in groups with redshift z ( .03, Dahari (1984,

1985) found that about 1/3 of these Seyferts had observable

companions with approximately the same z. There are various

selection e_ects to cause companions to be missed:

misidentification of small companions as stars at higher z

and failure to find companions beyond Dahari's search radius

around the Seyferl:. Examining the low redshift portion

(z 4 0.01) of Dahari's sample , we estimate that at least 3/4

or possibly more of Dahari's Seyferts have co,npanions. This

high proportion thus implies that tidal interactions may be

the predominant cause of Seyfert activity.

Our self-consistent n-body simulations of satellites

orbiting disk galaxies (Byrd et al. 1985, 1986a) and the

semi restricted simulations of Ouinn and Goodman (1986)

indicate the companions of disk qal_xies should sink into

ever smaller orbits and eventually nerae with the other

qalaxy. Most of the apparently solitary Seyferts with

z ( 0.01 in Dahari's saTnDle are of E or SO Hubble type.

Merging of spirals with companions is thought to change

spirals to these Hubble types (Tremaine 1981, Veerara_havan

and %_ite 1985). So even truly solitary Seyferts may have

had their activity induced by tides or merging. The

existence of one "multiple" nucleus Seyfert in Dahari's

sample further supports this picture.
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CURRENT AND PLANNED WORK

During thim _umm=_ _ _i= ................

and Cray computer systems at Marshall. I have now gotten

the computer program used in the above work functioning on

the Cray. I have also been doing library research and

discussing with colleagues here how to better model the gas

flows into the nuclear regions of the disturbed galaxies.

During this coming winter and the following summer, these

modifications will be incorporated into the present

program. Finally, during this summer I completed two papers

unrelated to the above project: "Explaining the Holmberg

Asymmetry in Systems of Galaxies" and "Leading Arms in

Spiral Galaxies" which will shortly be submitted for

publication.

Since they will be important in future work, the

results of my library research on how to model the gas for

interacting galaxies will be discussed here. Our

previous calculations simply counted how many of the 60,000

disk particles were thrown into orbits crossing the -I kpc

nuclear region. Here we describe the results of our current

library research on the nature of the disk gas in our galaxy

to better model what happens to nucleus crossing gas clouds.

After carefully examining other approaches which assume

the disk gas to be continuous (Hockney and Eastwood (1981)

and Gingold and Monaghan (1982)), we feel that the

cloud/particle model best describes the interstellar matter

in our galaxy since the gas has been found to be

inhomogeneouso This conclusion presumably applies to other

similar spiral galaxies. Most of the galactic interstellar

medium lies in denser regions ("clouds") which fill only a

small fraction of the volume (Spitzer 1978, McKee and

Ostriker 1977). While the global behavior of these clouds

can under some circumstances be modelled like a gas

continuum, representation of events on scales of a few

hundred parsecs is better done by the cloud/particle model

(Cowie 1981, Roberts and Hausman 1984).

How shall we model the swarm of clouds which make up

the gas in the disks of spiral galaxies? We can surmise

that the "gas clouds" counted in our previous work will

suffer inelastic dollisions with other clouds as they cross

the nuclear regions. These collisions will cause theorbit

to shrink and the gas will eventually feed the giant black
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hole or other engine surmised to exist at the centers of

active qalaxies. The work planned at MSFC will test this

important "collision/shrinkage" point.

Miller (1971) pioneered a simple "sticky particle"

method of simulating gas in the disks of galaxies. However,

for our goals a more complicated approach will be

necessary. Levinson and Roberts (1980), Roberts and Hausman

(1984), Hausman and Roberts (1984), and Noquchi and

Ishibashi (1985) have described and used a cloud/particle

model for the disk interstellar qas of spiral galaxies.

This model successfully describes the shocks in the arms of

a spiral galaxy and appears to be suitable for our proqram.

We plan to follow Roberts, et al. in including the

cloud/particle model in our present two-dimensional

program. Several thousand of our present particles will be

designated as representative gas clouds. Our disk of gas

and stars will be self-gravitatin9 in contrast to all the

previously mentioned applications of the Roberts et al.

cloud/particle method. The model gas clouds collide

inelastically with one another within a certain close

approach distance determined by observations in our galaxy.

It has been found that most of the mass of the qaseous

disk interior to the sun,s orbital radius is in molecular

hydrogen clouds (~5 x 10- solar masses. Beyond the sun's

orbital radius the hydrogen is primarily atomic (in

clouds). The molecular cloud surface density peaks at 6 kDc

from the center with a minimum neat: the nucleus (see review

by Mihalas and Binney 1981). The qaseous disk is very

thin (~120 pc). Numerically, most of the clouds have cold

cores (< 2 °K). These are scattered evenly over the disk in

angle. A typical mass for these many thousands of clouds

is < l0 b §olar masses. These clouds are probably rather

old (> I0" yr) because of their smooth disk distribution

(Soloman and Sanders 1986) (see Fig. 3). These clouds are

probably cold because bright, massive blue stars are not

being formed in them (Elmegreen 1986). The velocity

dispersion among the clouds is a few km/s, much smaller than

the disk stellar velocity dispersion.

In contrast, another population of clouds, those with

warm cores (_Ii OK) are concentrated in the spiral arms.

These clouds are outnumbered ~3/1 by the cold clouds.

Formation of groups of O/B stars evidently warms these

clouds These clouds are mostl_ aggregated in complexes
above {05 to as large as 2 x i0 solar masses (Soloman and

Sanders 1986) (see Fig. 4). The formation of these comlexes

is apQarently the result of inelastic encounters among the

clouds when they are crowded together in the stellar spiral

XI1-8



arms of the disk (Kwan and Valdes 1983, Tomiska 1984). It
may be that star formation and gravitational tides upon
leaving the spiral arms breaks up these complexes. They are
not F_oundoutside the arms and O/B star associations in them

................. the _'-^ _"are Iu to zu roll llt)ii y_t _ u_<_ , _,_,_. _._ crose-, a_ _m

Our model then will be a similar to that of Roberts and

co-workers mentioned previously. Besides the information

mentioned above, we will need the observed mass distribution

n(M)dM = I_ 3"2 M -1"5 dM (m in solar masses, n in

number/kpc ). We wilh _so need the size versus mass
relation M = i18 size "=_ (size in pc)(Elmegreen 1986).

With this information, we can roughly estimate the

cross section for inelastic collisions and other model

parameters.
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CONC LUS IONS

In contcast to all previous simulations, our model will

have a self-qravitatinq disk of star_ and qas clouds. _e

will be able to model "coagulation" of cloud complexes by

inelastic collisions and their dispersal by star formation]

as others have done. However, we ca,, also include the

formation of the larqe complexes by _Iravitational attraction

and their dispersal by gravitational tidal forces as they

leave spiral arms. We should be able' to model much more

realistically the process of ener?gy and an_ular momentum

loss among clouds thrown into nucleus-crossing orbits in our

SeFfert/guasar models. Besides this, our models may also

shed light on the life cycle of the qiant molecular cloud

complexes in the disk of our gala×y. Now that the basic

program is fully functional on the Cray here at Marshall and

current literature on gas in our galaxy st_Idied, we are now

in a position to make our model ,luch more cealistic.
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Figure I. Examples of disk evolution of two disturbed

galaxies. Vertical sequence on left is a close encounter

with the companion in same sense as disk spin aDProachino to

two disk radii. Companion is 0.4 of disk mass. There is an

inert halo 0.5 of disk mass.

The right band vertical sequence is the e_fects of a

slowly moving distant disturber 30 disk radii away, 316

ti,nes the disk mass. This disk has no halo. One time step

is roughly one-half million years.
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Figure 2. Estimated gas inflow rate for the riqht hand

disturbed galaxy in Figure I. Ten percent of disk mass is

assumed to be gas. Disk particles are counted when they

cross the nuclear reqions. A particular, once counted, is

taqged and not counted aqain To qet the qas flow, the disk
mass is assumed to be 3 x i0 _I solar masses.
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Fioure 3a. Disk orbital velocities relative to the earth of

the cold molecular cloud cores indicated by dots Dlotted

accordinq to their anqle alonq the Milkv Way fro,n the _lalaxy

center. Clouds within 0.4 ° north and 1 ° south of the P_ilky

_;ay plane are shown. Contrast with Fi_. 4a.
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Figure 3b. Schematic drawing o_ the locations of the cold

_olecular cloud cores (dots) to the spiral ar_s on _art of

the disk of our _lilkv Way galaxy. Contrast with Fig. 4b.
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Figure 4a. A plot of warm molecular cloud core velocities

and angular positions (compare to Fig. 3a). Note that the

cores are in groups whose members are spread out vertically

by their orbital velocities in the groups. Also note the

peaks in the histogram corresponding to spiral arms seen

tangentially at 24 ° , 30 ° , and 50 ° .

Figure 4b. Locations of the warm molecular cloud cores

grouped in giant molecular cloud complexes along spiral arms

in the disk of our galaxy (comoare to Fig. 3b).
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AI _T.EA_CT

The electrical power systems for future spacecraft such as the Space Station

will necessarily he more sophisticated and will exhibit more nearly autonomous

operation than earlier spacecraft. The additional efforts required for the design,

"I":" res,'.It ...development, and testing of these more autonomous systems ,,.,. in *he

reduction of required components as well as ground support personnel. A

reduction in crew involvement will also be realized. Space Station crew members

will be able to concentrate more on experiments and mission objectives instead of

focusing their attention on power system operations and maintenance. These new

power systems will be more reliable and flexible than their predecessors offering

greater utility to the users.

This paper will concentrate on automation approaches implemented on various

power system breadboards in the Electrical Division of the Information and

Electronic Systems Laboratory at Marshall Space Flight Center. These

breadboards include the Hubble Space Telescope power system test bed, the

Common Module Power Management and Distribution system breadboard, the

Autonomously Managed Power System (AMPS) breadboard, and the 20 kilohertz

power system breadboard. Particular attention will be given to the AMPS

breadboard. Future plans for these breadboards including the employment of

artificial intelligence techniques will also be addressed.
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INTRODUCTION

Although a relatively new subject of research, 'autonomously managed power

systems' has attracted the attention of a number of groups of government

employees as well as that of many private companies. A considerable number of

speculative publications have been produced over the past five years. Most of the

power systems of interest contain three major elements: power generation, energy

storage, and the power management and distribution system.

Power generation sources may include photovoltaics, solar dynamic systems,

or nuclear systems. Energy storage systems may involve batteries

(nickel-cadmium or nickel-hydrogen), flywheels, or regenerative fuel cells. The

power management and distribution systems may involve power conversion

components, switchgear, load centers with microprocessor controllers, multiple

power buses and load buses, circuit breakers, etc.

Researchers continue to speculate on parameters required by future spacecraft

power systems. These include power form (alternating current versus direct

current), power bus frequency if alternating current, number of phases

distributed, voltage level, multiple or single power forms for users, system power

level capability, load bus and power bus configurations, and the distribution of

controls for the system.

The Autonomously Managed Power System (AMPS) is a proof-of-concept

breadboard of an end-to-end high voltage, high power electrical power system. It

is based on a multi-hundred kilowatt photovoltaic electrical power system with

battery energy storage and distributed load centers. Based on 200 volts direct

current, the reference system would deliver 17 power channels with a capacity of

16 kilowatts each. Each of ten load centers would handle 24 kilowatts with

remaining power feeding housekeeping payloads directly. The AMPS breadboard

is designed for three of the 16 kilowatt power channels feeding two 24 kilowatt

load centers. Each load center boasts 10 load channels.
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The Hubble Space Telescope (HST) power system test bed is a high fidelity

breadboard of the actual HST electrical power system. The test bed contains

many flight-type components including the nickel-cadmium batteries, the battery

protection and reconditioning circuits (BPRC), and other electronics. A computer

interface with the breadboard telemetry determines when an out-of-limits

condition occurs for a significant parameter. The computer is connected to an _

automatic telephone caller which summons test bed personnel to arrive at the test

bed site to troubleshoot and correct the malfunction. A fault diagnostic expert

system is under development which will troubleshoot the breadboard, identify the

malfunctioning component, recommend corrective actions, and print out a report

by the time test bed personnel arrive on the scene.

The 20 kilohertz power system breadboard contains a five kilowatt driver

module complex coupled to five distinct user modules via two redundant I00

meter transmission lines. This breadboard accepts either alternating current or

direct current inputs and can deliver either single phase or three phase 20

kilohertz at 440 volts. The receiver system contains individual modules which

produce 28 Vdc, 150 Vdc (as a bi-directional converter), 115 Vac at 60 hertz,

120/208 Vac at 400 hertz, and 120/208 Vac at 800 and 1200 hertz. Actuaii? _h_

last two modules can produce 120/208 Vac at various frequencies between 13 and

3333 hertz. Driver and user switches are controlled by 8086 microprocessors

while a Macintosh microcomputer provides an user interface terminal allowing

voltage and configuration changes by icon and menu control. (See Figure I)

The Common Module Power Management and Distribution (CM/PMAD) system

breadboard is currently being defined. Most likely, it will accept 20 kilohertz 440

Vac single phase from the 20 kilohertz breadboard. It will likely distribute either

20 kilohertz or possibly 150 Vdc if the Europeans and Japanese persist in their

arguments for direct current power in their two modules on Space Station. The

CM/PMAD will be a smart system, flexible with fault isolation and recovery

capabilities. A great number of automation issues have been under study in order

to determine the automation approach for this system.
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The AMPS, 20 kilohertz, and CM/PMAD breadboards will be housed in the

MSFC Power Systems Development Facility (see Figure 2). This facility is being

employed as a site to consolidate power systems development for future

spacecraft. A key element in this development is automation.
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The objectives of this work included:

1) Help install the AMPS breadboard at MSFC and prepare for operation by:

a) aiding in the installation of the major breadboard components

b) aiding in fabricating and installing interconnecting cables

c) becoming familiar with the graphics terminals in the host computer

environment to prepare for their integration with the breadboard

d) preparing the breadboard for evaluation of LeRC developed remote

power controllers (RPC)

2) Help direct future thrusts in automation of power systems by:

a) becoming familiar with microcomputer equipment

b) becoming familiar with existing advanced automation approaches

utilized at MSFC including expert systems

c) becoming somewhat familiar with other existing and planned power

system breadboard activities at MSFC

d) determining potential applications and utilization of AMPS

breadboard

3) Assist in the training of a graduate coop by helping him to develop system

engineering skills.

4) Make suggestions for gradual development of a more generalized power

system breadboard test and evaluation facility.

s) Collect the latest technology applications related to power systems
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development for dissemination in the electrical power related courses at
the University of Tennessee.

6) Become familiar with the NASA procedures for development of flight ready

systems: from concept, to specifications, to private contractor to

breadboard evaluations, to final product.

7) Learn the evaluation techniques applied to the testing of flight quality

electrical power systems.
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THE AMPS PROJECT

My work this summer has primarily been focused on the Autonomously

Managed Power System (AMPS) project. The major breadboard components were

delivered to MSFC at the end of May, 1986. The breadboard is designed to

function as an agency test facility for evaluating new power system components

and automation techniques

History

In 1979, the Director of the Power and Propulsion Division of the Office of

Aeronautics and Space Technology (OAST) directed MSFC to design an electrical

power system with ten times the capacity of any spacecraft power system on the

drawing boards at that time.

The program objectives included the development of management and

distribution technologies for multi-hundred kilowatt power systems that:

Provide utility-type power by:

- managing a complex multi-channel electrical power system

- accommodating varying power source levels and loads

- improving performance and reliability.

Enable operation with reasonable support requirements.

Reduce development, operation and resupply costs.

Establish specific component technology needs and requirements.

The approach was threefold:

1) Identify a reference photovoltaic electrical power system of 250
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kilowatts for a low earth orbit (LEO) satellite by:

performing trade studies on cost effective energy storage and power
distribution.

2) Developing autonomous power management for reference power system

by:
defining power system philosophies, goals, and operating

requirements.

identifying and developing the algorithms and decision trees
necessary to implement these requirements as an autonomous

power management subsystem.

- selecting hardware and architecture to perform and implement

the management decisions.

- identifying benefits versus cost of autonomy.

3) Defining and developing a test facility that:

demonstrates a representative portion of the reference 250

kilowatt power system with:

.- three power sources

-- two load centers

-- power subsystem controllers

integrate power sources, load centers, and power/management

controllers that:

-- utilize breadboard equipment where available.

-- utilize simulators where warranted.

Under the direction of the Electrical Power Branch, a reference configuration

for a 272 kilowatt electrical power system was developed (see Figure 3). This

system is based on Cassegrainian concentrator solar arrays for power generation

and nickel-hydrogen batteries or regenerative fuel cells for energy storage.

Primary distribution is 220 + 20 Vdc.
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About three years were expended studying various trade issues, developing the

reference configuration, and generating an automation approach. In 1982, work

was initiated on a proof-of-concept breadboard. This breadboard will be defined

in the next section.

In 1984, President Reagan commissioned NASA to build a space station within

the next decade. The electrical power system development was distributed among

the Johnson Space Center, the Lewis Research Center, and the Marshall Space

Flight Center. The Lewis Research Center was given the lead role and

responsibility for developing the power generation sources and the energy storage

components. Johnson Space Center has responsibility for primary distribution

while Marshall Space Flight Center is responsible for developing the power

management and distribution system for the common modules.

At this point, it appears the primary distribution power form on the Space

Station will be 20 kilohertz, single phase. The power generation sources will

consist of 25 kilowatts of photovoltaics (flat solar panels) and 50 kilowatts of

solar dynamic systems. The distribution within the common modules (two

American, one Japanese, and one European) will most likely be 20 kilohertz

(single phase) or 150 Vdc (which the Europeans and Japanese prefer). The 20

kilohertz is derived from research efforts by General Dynamics for the Lewis

Research Center.

While the initial operating capability (IOC) of the Space Station power system

will be 75 kilowatts, the system will grow to 300 kilowatts within ten years of

deployment. The automation efforts will be coordinated between the Lewis

Research Center and the Marshall Space Flight Center and likely include expert

systems for payload management and fault isolation. Such systems will likely

coordinate with Johnson Space Center developed system controllers.

Since the Space Station electrical power system development work was divided

among three NASA centers and alternating current was selected as the primary

power form, the AMPS project was not picked up by the Space Station project.

AMPS continues to be a generic agency end-to-end electrical power system.
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Definition

The AMPS breadboard was originally designed to have three power channels

and two load centers (see Figure 4). Due to funding restraints from OAST, the

breadboard has one power channel feeding three power buses to one load center

(see Figure 5).

The breadboard utilizes a 75 kilowatt solar array simulator for the power

generation source. This unit is oversized for the task but offers capability for

increasing the power channel capacity from 16 kilowatts to about 35 kilowatts. It

has remote control capability such that it can be programmed for various orbital

simulations.

The energy storage source is a 168 cell nickel-cadmium battery with a capacity

of 189 ampere hours. A nickel-cadmium battery was selected because of

economics and its approximate simulation of many of nickel-hydrogen battery

characteristics.

Three power buses form the transmission lines. These buses lead to the load

center which contain ten load buses. Each of the first nine load buses are

connected via switchgear to two of the three power buses while the tenth load bus

is connected to all three power buses. This was designed to demonstrate

maximum flexibility in autonomous management approaches. If one power bus

has a fault, load buses can open the switchgear to that power bus while closing

the switchgear to engage another power bus.

The loads are resistive while the last load (3 kilowatts) is a pulsed load. The

pulsed load pulses between 30 hertz and 20 kilohertz to simulate noise that real

loads might put on the buses. The first nine loads may be stepped in increments

from 0 volts to the rated value of the load. This stepping may be controlled

manually with load center toggle switches or by computer command. This

approach is somewhat simplified in that reactive loads are not introduced.

There are three embedded microprocessor-based controllers in the breadboard.
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The power source controller controls the power generation source (solar array

simulator) and the energy storage source (battery) as well as the associated

electronics. The load center controller controls the various loads and switchgear.

The electrical power system controller acts as an interface to the outside world

and in a multi-channel, multi-load center system would control the various load

center and power source controllers. The controllers are 68000 processor based

and are networked via an Ethernet local area network.

A host computer environment is interfaced to exercise the breadboard. The

primary computer is a NCR Tower XP model that is also connected to the Ethernet

network. This computer also interfaces with the solar array simulator and with

the loads in order to introduce various operational scenarios such as changing the

day/night orbit times and the system voltage levels as well as load levels. The

primary computer is also interfaced with a Tektronix 4125P color graphics

computer to display system status, schematics, block diagrams, etc.

A stimulus controller interfaces with the loads, the solar array simulator, and

various relays embedded in the breadboard to simulate different faults in the

system. This controller is also a NCR Tower XP and it interfaces with a

Tektronix 4105A color graphics computer to display schematics and block

diagrams which pinpoint potential faults which may be injected by keyboard

command. The stimulus controller does not interface with the Ethernet network.

Faults may be injected into the breadboard via the stimulus controller system and

the response of the system may be observed on the primary computer system.

Both color graphics terminals interface with a Tekronix 4691 color ink jet printer.

This breadboard is the only generic end-to-end direct current electrical power

system breadboard/test facility in the agency. It provides a test bed and

demonstration system that will verify power management strategies, verify the

performance of technology hardware such as new power converters and remote

power controllers (switchgear), and provide a continuing vehicle for verification

of new technology and power system component performance.
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Some of the design drivers for the power management include complexity of 50

to 500 kilowatt, multi-channel power subsystems; power management must be

flexible and adaptable to varying power levels consistent with modular growth in

power system capability; main power bus compatibility with future undefined
users through load center control flexibility; rapid reaction time to anomalies

independent of ground station activity; and "user friendly" utility type interface.

Status

As mentioned earlier, the breadboard components were delivered to MSFC at

the end of May 1986. These components were developed or procured by TRW in

Redondo Beach, California. The host computer environment is being developed at

MSFC. The breadboard was tested at TRW and demonstrated autonomous load

balancing which extends the lifetimes of power conversion and distribution

components.

The power channel including the power generation source, the energy storage

system, and the three power buses have been completed. Some of the algorithm, _

for the power source controller have been completed including the battery cell

scanner data acquisition. Other power source controls including energy storage

charge control and energy storage state of health are under development. Several

of the power distribution controls including fault/anomaly recognition,

fault/anomaly recovery, load center state of health, and power processor control

and monitor have been completed. Subsystem fault/anomaly recognition and

recovery have also been completed.

Software controls remaining to be accomplished include subsystem energy

planning and allocation, power system trend analyses, power source solar array

status and state of health, power source switchgear control and monitor, and

various spacecraft interface simulation software for the host computer system.

The host computer system must still be interfaced with the breadboard. This

includes installing the primary computer as a node on the Ethernet network,

installing the stimulus controller, and connecting the primary computer to the
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solar array simulator and to the loads. The stimulus controller must also be
interfaced with the solar array simulator and the loads. Various relays must be
installed in the actual breadboard to simulate different fault conditions. The

stimulus controller will then have to be interfaced with these relays.

Although the pulsed load has been developed, it must also be interfaced with
the load center and host computer system. These activities are expected to be

completed over the next 15 months although refinements will continue to be made.

Plans

The breadboard is being readied for evaluating MOSFET remote power

controllers developed at the Lewis Research Center. This evaluation should begin

in the next few months and will continue for about a year.

The Electrical Power Branch has been engaged in the development of expert

system applied to other electrical power system breadboards. Proposed plans call

for the application of expert systems to AMPS for fault analysis, data reduction,

trend analysis and component failure forecasting, battery management, and

dynamic loads scheduling.
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CONCLUSIONS AND RECOMMENDATIONS

The four power system breadboards discussed in this paper represent

considerable advancement in autonomously operated electrical power systems for

space. Much of the technology developed in the effort will remain generally

useful and applicable in a test bed layout for evaluations of space power systems

yet undeveloped.

Thought should be given to the further development of the laboratory test beds

which would permit easier and faster testing of various configurations and

designs of future systems. The physical facility could be developed and enhanced

such that its cable arrangements providing external power, its host computer

services, its selection of static and dynamic loads, etc., would provide a setting

wherein new system installation and data acquisition could be greatly facilitated.

Further testing capability should be considered for the test bed facility to

permit the following tests and measurements:

1. Electromagnetic interference generated by any test package.

2. Coordination of fault interruption circuits and devices.

3. Operate time and cycle lifetimes of fault interruption equipment.

4. Measurement of personal shock currents allowed by life-protect fault

interruption equipment (GFI fast operate circuits).

5. Quality of regulated power produced from bus of system in test.
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AMPS

ASEE

BI-DIR

BPRC

CM/PMAD

dc

GFI

HST

Hz

IOC

kHz

kW

LEO

LeRC

MOSFET

MSFC

NASA

NiCd

OAST

RPC

SAS

SS

SW

alternating current

artificial intelligence

autonomously managed power system

American Society of Engineering Education

bi-directional

battery protection and reconditioning circuit

common module/power management and distribution

direct current

ground fault interrupter

Hubble Space Telescope

hertz

initial operating capability

kilohertz

kilowatts

low earth orbit

Lewis Research Center

metallic oxide semiconductor field effect transistor

Marshall Space Flight Center

National Aeronautics and Space Administration

nickel cadmium

Office of Aeronautics and Space Technology

remote power controller

solar array simulator

Space Station

switch
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ABSTRACT

In this paper we discuss the future development of a

solid track high energy particle detector. Our goal is to

improve the sensitivity and lower the threshold of the

detector. One most widely used material for such purpose is

a plastic commercially known as CR-39. We present a scheme

which involves in changing the formula of the monomer,

diethylene glycol-bis-allyl carbonate. This is to be

accomplished by suDstituting some heteroatoms fo_ H and

substituting sulfur atoms Eor oxygen in the ether linkaaes.

We also suggest use of a new plasticizer to make the

etched surface clearer than what has been accomplished as of

today.

Possible improvement in acquiring better tracks and

increasing the ratio of VT/V B has been planned. This is to
be accomplished by changing the composition of the etchants,

etchinq time, and etching temperature.
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OBJECTIVES

i. Survey the materials and applications of etchable

nuclear particle track detector field.

2. Determine the cosmic ray detector materials most

likely to be adaptable to controlled changes in sensitivity.

3. Recommend approaches to controlled sensitivity

changes which will lower the threshold detection of the

etchable detectors in terms of the.primary particle's charge

(Z) and its velocity parameter (8 -i - c).
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INTRODUCTION

The first published observations of individual

radiation damage tracks in solids were by Young (1958) /i/

and Silk and Barnes (1959) /2/ who reported etched U235

fission fragment tracks in LiF and transmission electron

micrographs in mica, respectively. Stimulated by the Silk
and Barnes observations, and other scientific and practical

problems at the time, R. L. Fliescher, P. B. Price, and R.

M. Walker investigated the revealation of the radiation

damage tracks by strong etching baths for crystalline

solids, amorphous solids (glasses), and plastics (artificial

glasses). As the applications rapidly expanded: controlled
micro-vacuum leaks, filters, archeology, qeochronology,

cosmogeny, cosmic ray physics, particle physics, neutron and

heavy particle dosimeter, etc.; many investiaators joined

the field, either to further development of the technique or

to aDply it to their particular speciality.

The development of the techniaue and application to

various fields _:: _u,,,_,_=,_:,,o ..... y .....................
Tracks inSolids" by Fliescher, Price, and Walker (1975)

/3/. Their detailed literature search (described in their

book which contains 1500 references) ensures that this is

the correct startinq point for a study of etchable particle

track detectors. Since 1975, other materials, techniques,

and applications have appeared. A aood survey of the recent

development for to cosmic rays and particle physics can be

performed by screeninq articles in Nuclear Tracks and
Radiation _leasurements /4/ (published quarterly since 1980),

Nuclear Instruments and _lethods /5/, and the biennial

"Papers of the XX Cosmic Ray Conference." /6/ Other

journals, confere----nce proceedings, contract reports, etc.,

may, of course, contain important information, particularly

about applications in dosimetry, geology, etc.

The three general classifications of etchable track

detectors are crystalline solids, amorphous solids

(generally glasses) and polymer plastics (occasionally

called artificial glasses). Some naturally occurring

material used in geo or lunar chronology may combine the

characteristics of the first two classifications. An

abreviated survey of detector materials is qiven in Table i.

The ability to preferentially etch the radiation damage

tracks depends upon the modification of the material by the

primary particle to a sufficient extent that strong etching
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Table I. Some Typical Particle Track Materials

Minerals and Crystals - beryl, calcite, feidspar, garnet,

gypsum, mica, alivine, quatz, today,

zircon

Glasses - alumina-silicate, basaltic, borate,

flint, obsidian, fused quartz and

fused silica, soda-lime, tektite

Plastics - cellulose acetate, cellulose

nitrate, polyrinide, polycarbonate

(e.g., Lexan), Dolymeth71

methacralate (Plexiqlass),

Dolystyrene
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solutions may etch the material at a higher rate along the

radiation damage path than at the surface of the bulk of the

material. Therefore, the track etch rate (V T) and the

undamaged or bulk etch rate (V B) are the two parameters that
determine the d_t_LuL _=.,Qv_.

V T depends upon the radiation damage to the detector

material. In crystalline materials the damage is obviously

crystalline disorder. In glasses it must be changes in the

amorphous order-disorder condition, or locally where damaged

a "different kind of glass." For organic polymer materials

the principal mechanisms of damage must be the breaking of

chemical bonds. Both direct bond breaking by ionization and

some induced atomic disordering may be involved.

The energy transfer process from the primary particle

to the detector material that is damaged has been the

subject of much study. In addition to the references

mentioned above, the "Werner Brandt" Conference Proceedings

/7/ carry much on this subject. At present only a general

schematic of the entire energy transfer to radiation damage

process is available. The net result is crystalline lattice

damage, amorphous Glass structure changes, and broken

polymer chains in the three material classifications,

respectively. Detailed mechanisms such as the "ion

explosion spike" in crystalline materials, the "primary

ionization" or "restricted energy loss" in polymer materials

are still debated. It is clear that the total ionization

energy loss of the primary particle as described bv the

Bethe Bloch formula does not correlate well with the etched

detector response. /8/

The ionization energy loss of the primary particle is

partially transferred to many individual electrons in the

material, many of which are Given significant energies and

travel some distance from the particle track. That these

electrons are not effective in providina track damaqe is

borne out by the apparently small radius of the damage

region (generally less than a micrometer). The small size

of the damage region makes radiation damaqe mechanisms

difficult to investigate. For some polymer plastics it

seems that a "restricted energy loss that neglects some, but

not all energy transfers to electrons, fits the response

reasonably well. /9/ Therefore, even yet, each detector

type, and sometimes each detector batch, must be subjected

to calibration if used over a wide range of primary particle

velocity (v) and primary particle charge (Z). The etchable

track detectors generally have a rather high "threshold" of

primary particle charge (Z) and inverse particle velocity

(8-_). Some crystalline and glass detectors only respond to

slow fission fragments or recoil nuclei. The presently most
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sensitive reliable detectors are organic polymers (CR39
plastics) which have thresholds at relativistic oxygen
nuclei (Z = 8) at normal incidence to the detector
surface. That the threshold is incident angle dependent is
shown in Figure 1 which demonstrates the effect of the bulk
etch rate (VB) in reducing the effectiveness of the track
etch rate (Vt) at incident angles off the zenith. For many
applications, such as the one of concerned here, the
particles are mostly not incident normal to the plastic
surface. In fact, the primarv particle will be typically
inclined at ~45 ° to the surface, raising the threshold to Z
> 20.

There are many applications for etchable detectors of
greater (or lesser) sensitivity. The one related to this
work requires a qreater sensitivity and this requirement

will be briefly described here. It is the use of etchable

plastic sheets in emulsion chamber experiments of the type

flown by the JACEE collaboration. /ii/

The use of the track detectors in the JACEE emulsion

chamber is for determining the primary cosmic ray charge as

it enters the emulsion chamber and the heavy fragment(s) of

the primary after any interaction which may occur in the

chamber (which occur with ~20% probability with cosmic ray

protons and ~90% probability with cosmic ray iron nuclei).

The nuclear track emulsions can also supply the charge

information to z ± 2, but the etchable plastic can be

accurate to Z ± 0.5. The higher accuracy is very important

to the cosmic ray astrophysics objectives and to the nuclear

interaction objectives of these experiments. The most

sensitive etchable plastic that is reliably available is

CR39, which has a threshold too high to see all the

primaries at large inclinations, /Ii/ and registers almost

none of the interaction products. An improvement in

sensitivity would be very desirable. Althouqh there are

many materials in use for etchable plastic detectors today

CR39 is almost the universal choice for hiqh sensitivty

etchable detectors for larqe area applications. Its

commercial availability, uniform aualities, and low price

are a result of its use in the plastic corrective lens

industry. Its chemical suitability to track detector work

is accidental. Nevertheless, its suitability for this work

is indicated by the reauirements for a aood particle

detector listed in Table 2.

The following factors may be considered to improve the

sensitivity of polymer plastic detectors:

i. Strength of monomer bonds
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Table 2. Characteristics of a Good Track Detector

•

•

•

•

•

Optically clear material, available in thin sheets
(_ i0- m)9of very uniform thickness (~1%), and large
area (~I m-).

Optically smooth surface before and after etching, so

that etch pits on both surfaces from the same track may

be viewed•

Insensitive to photons and electrons in etching

properties, but sensitive particle and energy of choice•

High ratio of VT/V B-
area.

V T and V B uniform over the entire

Relatively insensitive to detector temperature at time

of track registration and the latent radiation damage
track does not fade (anneal) at temperatures below -40

oC.
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ORIGINAL SURFACE

ETCHED SURFACE

ve

O

DB

N

DA

X

Figure I. Geometry of typical etched cosmic ray tracks in

polymer detectors. For a high enerQy cosmic ray ion

nucleus track in CR-39, and for an etch with 7.0 normal

NaOH, 70 °C, for 24 hours, X will be about 40

micrometers and DB about 50 micrometers. X depends on

the bulk etch rate V B and etching time. The track

length L (length N-P) depends on the track rate V T, the
etching time and the angle s, V T depends on the Drlmary
charge Z, its velocity B (8 - vTc where c is the

velocity of _ht) according to an empirical

relationship _>" of the form VT/V G = 1 + (Z/aB) b where a

and b are determined by calibration.
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2. Polymer structure developed by plasticisers

3. Polymerization process as affected by the casting

and curring process

4. Effect of etching chemistry.

Factors i, 2, and 4 will be described in the following

section. Procedures of mixing and casting become more of an

art. Of course the effect of any chemical modifications

must be investigated experimentally also.
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Chemistry and Physics of CR-39

CR-39 which is a polymer of diethylene glycol-leis-

allyl carbonanate

/
O

\\
\

0

II .

CH-CH 2-0-C-0-CH 2-CH=CH2

0

 cH_cH2

is a thermosetting plastic. Fiqure 2 qives a Dart of the

polymer. However, many other crosslinkings may exist. Its

optical properties are commercially desirable. Its

properties such as its transparency, mechanical stability,

and sensitivity to radiation track damage are amongst the

best. It is believed that damaqe is caused by the cleavaqe

of some of the chemical bonds Droducing debris major

products of which are 2, 2' oxydiethanol and Dolyallyl
alcohol which could be swept away by some etchants. The

cleavage is presumed to take place at the ester linkage.

Some authors also believe that the high energy particles

cause ionization by knocking out the nonbonding electrons of

the oxygen atoms of the polymer. This damaged molecule is

then susciptible to attack by the etchant, more so than the

bulk of the material. Since our principal objective is to

increase the size of the damaged zone and make the Elastic

more sensitive, the following suggestions are being made.

If ionization is the main process responsible for the damage

then a halogen such as chlorine, bromine, or iodine could be

used to replace the H atoms marked by an asterisk in the

above formula. The ionization potential of H and the

halogens are given in the table below (L. Paulinq /ii/).
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Figure 2. Part of the polymer CR-39. This is one of the

many ways the crosslinking could take place.
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Table I. First Ionization Potentials, If, of some
elements

Element I 1Kcal/mol*

H 313.4

CZ 300.0

B 272.0
7

I 241.0

S 238.8

O 313.8

*I 1 is the first ionization potential of the elements.

From the above table it appears that replacement of the H

atoms by any of the halogens will increase the probability

of ionization at these sites.

On the other hand if bond breaking is more desirable we

still have an advantage with the substitution of the H with

one of the halogens. The bond strength of C and other of

the above mentioned elements are given below /Ii/.

Table II.

Bond

C-H 98.8

C-Cz 78.5

C-B 7 65.9

C-I 57.4

C-O 84.0

C-S 62.0

Strengths of Some Bonds

Bond StrenGth (Kcal/mol)
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Here again we see that carbon-halogen bonds are weaker
and easier to break than carbon-hydrogen bonds.

On the other hand, a change in the monomers may be made
..... _._ +h_ _Yvnen of the ether qrouD by sulfur. In

Table 3 we show the ionization energies of O and S. The
figures indicate that sulfur loses electrons more readily
than O. Bond strength data also indicate that it is easier
to break a C-S-C bond than a C-O-C bond.

Use of suitable plasticizer such as DOP

(dioctylphthalate) in CR-39 plastic by Tarle /12/, showed

considerable improvement, in that after doping the

nonhomogeneity in the bulk of the plastic due to clusterinQ

of branched chains decreased. Nonhomogeneity in the bulk

CR-39 makes the surface cloudy which introduces measurement

errors and reduces the ability to see the same track on both

surfaces, and to find small etch pits. We suqgest that some

other compounds could be tried out to yield better results

in this direction. Some other authors used

dinonylphthalate, DNP, in place of _r_y!phthalate and

obtained results similar to the ones doped with POP.

We suggest the introduction of long hydrocarbon chains

_- _ .... _,,I _n_ phenolic arouD of sallycylic acid and to

use this as a plasticizer. This class of compounds are

structurally similar to POP and DNP.

Etching of the exposed samples of CR-39 is a very

important factor in order to locate the tracks and determine

the properties and energies of the cosmic ray particles.
One of the problems encountered in etchinq is the ratio of

VT/V B where V T is the track velocity of the etching reaction

and V B is the bulk velocity. Ideally one would like to have
this ratio to be infinity. _lany different kinds of etchants

have been tried with varying success. _1ost commonly used

etchant is a 6.25 N NaOH solution at 70 °C. Other authors

(Bean and DeSorbo, unpublished work mentioned in Fleischer

et al. /3/) have tried 3.1 N NaOH solution at 7.2 °C. The

etching time was 75 minutes. VT/V B was found to be about
10 _ .

The temperature dependence of V T and V B had also been

studied /3/ and over the range of 7 °C to 55 °C both the

velocity displayed Van't Hoff dependency.

V T = V o exp (-ET/kT) and V B = V o exp (-EB/kT)

XIV-II



The activation energy ratio EB/ET was approximately equal to
0.793, where ET and EB are the activation enerqy of the
track and the bulk respectively.

Three different types of etchants should be tried:

(i) Basic type such as alkalimetal hydroxide mixed
with oxidants such as CzO-, MnO4

(2) Acidic type such HNO3, a mixture of K2Cr207 and
concentrated sulfuric acid, etc.

(3) Neutral type such as KMnO4, NaOCz, etc.

Since etching time, temperature and concentratien of
the etchant are all of primary importance, all these
variables should be studied individually, keeping the others
constant.
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CONCLUSIONS

Presently for cosmic ray detection work the thermoset

best satisfies the general preferred properties for such a

detection (see Table 2). Although its properties are much

superior to other materials, it would be better for the

JACEE applications if it could be improved in two

respects. Its temperature coefficient of sensitiv_ for
track registration is not ideally small above 0 °C ). Its

utility in emulsion chamber experiments would be greatly
enhanced if it were made somewhat more sensitive. We have

suggested approaches of monomer modification, plasticiqer

modification, and etchant changes that appear to work in the

direction of improved threshold sensitivity. It is likely

that simultaneous improvement in track registration

temperature stability and post-etching surface clarity may

not be achieved with improved sensitivity. A lot of

experimental work and calibration with heavy ion beam

exposures will be reGuired.
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COMPUTATIONOF'NOZZLE FLOW FIELDS USING THE
PARC2DNAVIER-STOKES CODE

by

Frank G. Collins
Professor of Aerospace Engineering

The University of Tennessee Space Institute
Tullahoma, Tennessee

ABSTRACT

Supersonic nozzles which operate at low Reynolds

numbers and have large expansion ratios have very thick

boundary layers at their exit. This leads to a very strong

viscous/inviscid interaction upon the flow within the noz-

zle and the traditionalnozzle design techniques which

correct the inviscid core with a boundary layer displace-
.... _ L_

ment do not accurately predict the nozzle exit

In addition, if the nozzle exit density becomes low enough

rarefaction ^;;_ 4" _h_ fnrm nf velocity slid and tem-

perature jump at the wall must be accounted for.

The present work Qsed a full Navier-Stokes code

(PARC2D) to compute the nozzle flow field. Grids were gen-

erated using the interactive grid generator code TBGG. All

computations were made on the NASA MSFC CRAY X-MP computer.

Comparison was made between the computations and in-house

wall pressure measurements for CO 2 flow through a conical

nozzle having an area ratio of 40. Satisfactory agreement

existed between the computations..and measurements for a

stagnation pressure of 29.4 psia and stagnation temperature

of 1060 °R. However, agreement did not exist at a stagna-

tion pressure of 7.4 psia. Several reasons for the lack of

agreement are possible. The comPutational code assumed a

constant gas gamma whereas gamma for CO 2 varied from 1.22

in the plenum chamber to 1.38 at the nozzle exit. The com-

putations were performed assuming adiabatic, no-slip walls,

both of which may not be correct. Finally, it is possible

that condensation occurred during the expansion at the

lower stagnation pressure. The next phase of the work

will incorporate variable gamma and slip wall boundary

conditions in the computational code.
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INTRODUCTION

Low Reynolds number, large expansion ratio, and super-

sonic nozzles are frequently used for control of space-

craft. An accurate knowledge of their thrust is required

for designing the spacecraft control system. Recently

the contamination to the spacecraft from the nozzle

exhaust has become a concern and accurate computations of

the exhaust plume have been required. The flow in such

nozzles possesses strong viscous/inviscid interactions at

their exit due to the thick boundary layers. Traditional

nozzle design techniques, such as the use of the method of

characteristics to calculate the inviscid core and bound-

ary layer theory to compute the displacement thickness,

fail to predict the strength of the viscous/inviscid

interaction. Therefore, it is necessary to use a full

Navier-Stokes code for this _-_n_

The present work used an existing code that incorpo-

ratesthe full Navier-Stokes equations and viscous stress

terms to calculate the flow fields within a conical nozzle

having an area ratio of 40. Comparison was made with in-

house measurements that had been performed on this nozzle

using CO 2 as the gas. Tests were performed at several

stagnation pressure levels, the lowest resulting in a exit
wall Knudsen number of 0J06. Under these conditions

slip flow conditions could be expected to exist at the

nozzle exit. This presents an additional complication to

the computation of the flow field. The PARC2D code,

developed by Sverdrup Technology, Inc., AEDC Group (ref. 6)

has demonstrated the ability to calculate such nozzle flow

fields and their plumes. The slip flow could be included

as a new boundary condition subroutine within the program.

Therefore, it was chosen to perform this task.
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OBJECTIVES

The objectives of this work were to:

i) generate a computational grid using the interactive

program TBGG on the MSFC VAX 785 computer,

2) modify the output file from TBGG and generate

additional input files for PARC2D, copy them to a tape

and transfer the files to the EADS system,

3) install and make operational on the MSFC CRAY machine

the Navier-Stokes code PARC2D,

4). couple the gSid generator output file to the PARC2D

code,

5) run PARC2D for conditions that matched those of in-

house measurements of CO 2 flow through a 40:1 area ratio
nozzle

a) determine how to converge the program solution,

b) compare_the computed results with the measure-

ments as the value of gamma was varied,
c) compare the computed results and measurements as

the grid and downstream boundary condition were
varied,

6) learn how to modify PARC2D to include slip wall bound-
ary conditions,

7) learn how to run PARC2D to obtain the nozzle plume
flow field and to calculate the force on a nozzle end

plate.
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GRID GENERATION

The first step to calculating the flow in a nozzle is

to generate an appropriate computational grid. Two grid

generator programs acquired from Arnold Engineering Develop-

ment Center were placed on the MSFC CRAY machine but some

of the routines were found to be incompatible with the IBM

front end and, rather than rewrite these portions of the

programs, it was decided to use a grid generator that had

previously been installed on the VAX system.

The grid generator that was used is called TBGG and

was developed by Smith and Wiese at Langley Research Center

(ref. i). It is interactive in the 4010 mode and can be

used to generate body-fitted grids algebraically. The

number of grid points can be changed, with the maximum

possible number controlled by a parameter IPX. This
number was initially 100 but was later changed to 200.

The program starts from a RESTART file that had been pre-

viously created (for given geometry) or from a file DATANEW

that is created and contains a listing of the boundary

coordinates. The grid lines can be concentrated at differ-

ent regions of the flow field using several functions.

For the nozzle flow fields the bi-exponential function was

used for the top and bottom surfaces and the connecting

curve. TBGG generates two output files, RESTART, which is

an unformatted file that can be used to start the program

next time, and GRIDOUT, which is a formatted output file.

A modification of this latter file was used as part of the

necessary input to the Navier-Stokes code.

COmputations were performed on a nozzle configuration

that was used for MSFC in-house measurements, using CO 2 as

the gas. The major geometric parameters for the nozzle and

upstream plenum chamber are shown in Figure I. This geome-

try was introduced into TBGG as a discrete number of

dimensional points. The bi-exponential function was used

to cluster the grids perpendicular to the nozzle axis

(x-axis in Figure 2) in the region of the nozzle throat by

choosing K 1 = 0.57 and K 2 = -2.0 for both top and bottom
curves (see ref. I). For the connecting curve K 1 = 0.50

and K 2 = 2.0 were chosen to place the grid points near the
nozzle walls and symmetrically about the centerline

(Figure 3). Because the Navier-Stokes code only required

grid points from the centerline to the wall, 99 grid points
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Figure i. Geometry of conical nozzle and plenum

chamber. All dimensions are in inches.

Ae/A . = 40.

were chosen in the y-direction to place one on the center-

line and I00 were chosen in the x-direction. Enlargements

of the grid next to the wall in the throat region and at

the nozzle exit are shown in Figures 4 and 5, respectively.

The output file GRIDOUT gave the arrays

[(X (J, K), K = i, KMAX), J = I, JMAX] and the same for Y(J, K),

where J is the grid index in the x-direction (JMAX = i00)

and K is the index in the y-direction (KMAX = 99). As

stated above, the Navier-Stokes code required grid points

only from the nozzle centerline to one wall and it required

that they be ordered in the opposite fashion. Thus, the

code required [(X (J, K), J = I, JMAX), K = I, KMAX] where now

KMAX was 50. A program was written to accomplish this plus

generate the other necessary input arrays (see next section).

This file was copied to magnetic tape and read onto the

EADS system.

The grid just described was discovered to be inadequate

(see next section). Therefore, a second grid was gener-

ated using the geometry shown in Figure 6. This geometry

contained one inch less plenum chamber, which was added as

an exhaust chamber downstream of the nozzle exit. It was

also decided to increase the number of grid points to 200 x

199. This required changing the parameter statement, as
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Figure 2. Schematic of geometry used for i00 x 99 grid.

All (x,y) coordinates are defined with

respect to this geometry.

mm

mm

Figure 3. Portion of 20 x 20 grid applied to geometry

above, illustrating the concentration of

grid lines at outer walls and nozzle throat.
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Figure 4. Blow-up of i00 x 99 grid in nozzle throat

region.

i
, I

I
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i
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Figure 5. Blow-up of I00 x 99 grid next to nozzle wall

at exit plane.
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Figure 6. Schematic of geometry used for 200 x 199 grid,
with nozzle exiting into a tube.

Figure 7. 20 x 20 grid applied to geometry above,

illustrating concentration of grid lines at
the outer walls and nozzle throat.
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stated earlier. Again the grids lines were concentrated

near the nozzle throat with K 1 = 0.33, K 2 = -2.0 and near

the walls with K 1 = 0.50, K 2 = 2.0 (Figure 7). Problems

arose when trying to get a useful grid that would flow

from the nozzle into the exhaust chamber. A perpendicular

end plate failed to give continuity to the grid lines
(Figure 8) and since it was desirable to have one set of

grid lines perpendicular to the nozzle axis (to be able to

plot properties across a nozzle section) a 1/16 inch

radius connecting the nozzle exit with a perpendicular end

plate was also unsatisfactory (Figure 9). However, adding

a slope to the end plate did yield a useful grid (Figure 10).

This grid, modified to 200 x I00, was the one that was used
for the latter calculations.

NAVIER-STOKES COMPUTATIONAL CODE

The Navier-Stokes code, PARC2D, is a modification of

the ARC2D code that was developed by Pulliam and Steger at

NASA Ames. Space does not permit more than a cursory

description of that code but more details are given in

references 2 to 4. It uses a thin layer approximation to

the Navier-Stokes equations with parabolized viscous stress

terms. It is written in strong conservative form in cur-

vilinear coordinates, utilizing the delta form (ref. 7).

The noniterative implicit approximate factorization scheme

of Beam and Warming (ref. 5) is used with fourth order

artificialdissipation.

The PARC2D code is a modification of the ARC2D code by

Sverdrup Technology, Inc., AEDC Group which removed the thin

layer ipproximation and the approximate stress terms (ref. 6).

It is fully elliptic, requiring closed boundary conditions

and an initial condition everywhere in the flow field. The

code is modular and fully vectorized. It assumes that the

gas is a perfect gas with constant gamma and Prandtl number

but uses the Sutherland viscosity law for the temperature

variation of viscosity. An initial test over 400 iterations

indicated that the vectorization decreased the CPU time on

the MSFC EADS system by a factor of 5.22.

Some of the important required input quantities to the

code are listed in Table I. The Reynolds number is based

upon a reference sound speed and length. For the present

calculations the stagnation conditions were taken as refer-

ence and the reference length was one inch, since the grid
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i

Figure 8. Detail of 200 x 199 grid at nozzle exit with

end plate at 90 ° to nozzle centerline.

Figure 9. Detail of 200 x 199 grid at nozzle exit with

1/16 inch radius fillet between the nozzle

exit and 90°end plate.
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Figure I0. Detail of 200 x 199 grid at nozzle exit with

sloping end plate as detailed above.
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TABLE I

OPERATIONAL ASPECTS OF PARC2D

Nondimensionalization: q = q/ar; P = P/Y Pr; P = P/Pr

_ P + 1 ----2 Pr ar L
y-I 2 p q ; Re = _r

q = speed, a = sound speed,

() = reference
r

Namelist inputs: y, Re, Prandtl number, Pr, Tr,

TI _IA_ _ _m __

dmax, _'max 0=__'* _'" _

batic/constant wall temperature,

viscous/inviscid, axisymmetric/

two-dimensional, laminar/

turbulent

Initial condition input: Iteration number, gamma

arrays X(J, K), Y(J, K), p(J, K) ,

P u(J, K), p v(J, K), E(J, K)
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coordinates were calculated in inches. Although several
different conditions were used as initial conditions it was
found that_the fastest_ convergence occurred by taking u =
v = o and p and E equal to their stagnation values,

i.e., p = I, E = i/¥(_-I). These values were assigned

initially throughout the flow field. Other options used are

as follows: adiabatic wall, axisymmetric, viscous, laminar.

Free boundaries (allowing inflow or outflow) were assumed at

the upstream and downstream boundaries in Figures 2 and 6,

and the other boundaries were axis of symmetry and no slip/

adiabatic wall. It would have been possible to have taken

the upper and lower portions of the chamber downstream of

the nozzle in Figure 6 as outflow boundaries also but that

was not done. A parameter statement for NX, NY and NM had

to be changed to allow JMAX = 200. Note that NM must be at

least as large as the largest of the other two parameters.

Boundary conditions must be imposed upon all of the

boundaries. For the free boundaries this consists of a

specification of the pressure. The stagnation pressure was

imposed upstream but the downstream boundary condition posed

a problem. For flows with strong viscous/inviscid inter-

action the pressure cannot be expected to be constant across

even a contoured nozzle and even greater pressure variations

would exit across the exit of a conical nozzle. However, a

constant downstream pressure must be specified. It is

usually prudent to specify a pressure somewhat lower than

the minimum expected downstream pressure. No boundary con-

ditions are required on the axis nor on the wall. If constant

temperature wall conditions are assumed then the temperature

must be specified. Note that the entire wall does not have

to be assumed to be at the same temperature.

Placing the downstream boundary conditions at the nozzle

exit plane produced unacceptable stagnation pressure fluctua-

tions on the centerline upstream at the exit (Figure Ii).

It was for this reason that the second geometry (Figure 6)

was used for the latter calculations. The boundary condition,

however, had only a small effect upon the other results, such

as the exit Mach number, as can be seen from the two calcula-

tions given in Table II for y = 1.33 and Po = 29.4 psia.

These two Mach numbers differ by only 0.3 percent.

An efficient convergence procedure for these nozzle

problems was discovered. The steps are as follows:

i) Initially set q = 0, _ = 1 and E = I/y(y- I) every-

where in flow field.
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Figure II. Centerline stagnation pressure approaching the

exit plane. Po = 29.4 psia, T o = 1060 °R,

y = 1.3, Re = 68,115, i00 x 50 grid.

2) Set initial parameters as follows: DIS2 = 0.2,

DIS4 = 0.35, PCQMAX = 10.0, DTCAP = 5,0. .Run until

the axial velocity is positive everywhere in the

plenum chamber.

3) Slowly reduce DIS4 to 0.25 (all other parameters

constant).

4) Slowly reduce DIS2 to 0.00.

5) Check DT and set DTCAP to about one-half of the

minimum DT for the last series of interations.

Then run until L2 reaches an acceptable value

(10 -8 to 10-9).

In this discussion DIS4 and DIS2 are parameters related to

the fourth order and second order dissipation, respectively,

PCQMAX sets the maximum change in any variable during an

iteration, DT is the time step and DTCAP is the maximum

allowable time step. L2 is a convergence measure.
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Convergence is also improved by minimizing the amount

of plenum chamber that is included in the computational

domain. Small disturbances in this low velocity region

damp very slowly.

RESULTS

Computations were made using the test conditions that

corresponded to the MSFC in-house measurements on the noz-

zle described in Figure I. The test gas was C02, stagna-

tion temperature was 1060 °R and the stagnation pressure

had two values, 29.4 and 7.4 psia. Since only wall pressure

measurements were made, that was the only parameter that

could be used for comparison with the computations. The

computational code assumed a constant gamma whereas the

gamma for CO 2 varied from about 1.22 in the plenum chamber

to 1.38 at the exit. Therefore, exact comparison could

never be expected to occur between the measurements and

computations.

A summary of some of the results is given in Table II.

Many of the initial computations were performed at an

erroneous Reynolds number but their results are included

for completeness. Comparison of computed and measured wall

pressures is given in Figure 12. The agreement at the

higher stagnation pressure is very good (also see Figure 13

which is drawn to magnify the differences) and could be

improved by increasing the assumed value of y.

The effect of Y on the results is shown by the two

computed results at the lower pressure. The y = 1.33

computations compare more favorably with the measurements

than do those at y = 1.30 but the agreement is still not

good. Several reasons are possible for the lack of agree-

ment, in addition to the need for a variable y computational

code. These include the possibility that the adiabatic wall

boundary condition is not applicable and computations at a

constant wall temperature should be performed to examine

that possibility. In addition, there is a strong possibility

that condensation of the CO 2 was occurring during the expan-

sion and agreement would not be expected until the stagna-

tion temperature was raised to eliminate all possibility for

condensation. Finally, at the exit the Knudsen number is

about 0.06, based on a mean free path at wall conditions
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and a crude e_timate of the displacement thickness. Slip
is expected to occur under such circumstances and the slip
wall boundary condition formulated by the author (ref. 8)
should be implemented rather than the no-slip condition.

Typical profiles of Mach number and static temperature
across the nozzle at a location near the nozzle exit are
shown in Figure 14. The large temperature gradients near
the wall are caused by the assumed adiabatic wall condition.

Very large wall pressure gradients were observed at
the nozzle exit. For the original grid, Figure 2, this
influence extended upstream several grid points in the sub-
sonic boundary layer. This was caused by the requirement
of the code to exactly match the prescribed downstream
boundary pressure at the wall and was one of the reasons
for going to the configuration shown in Figure 6. However,
a rapid expansion still existed right at the exit because of
the details of the grid that was generated (Figure i0).
In this case the expansion _,,_z_"l"" occurred ov_ _h_.,_ _las_ g_d__

point. This problem can be eliminated by slightly extend-

ing the nozzle and using the computed properties only up

to the actual nozzle exit plane.

The usefulness of the computational results can be

greatly enhanced by the implementation of plotting

facilities that are part of the EADS system and then Mach

number contours, for example, can be drawn for the entire

nozzle.
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TABLE II

SUMMARY OF RESULTS

(Adiabatic wall)

Convergence information: Po = 29.4 psia

Number

Y Re Grid Iterations L 2

1.4 70,686 I00 x 50 23,000 4.5 x 10 -9

1.3 664,341 200 x i00 9,500 3.3 x 10 -9

CPU Time

40 min

64 min

Exit properties at centerline:

Po (psia) y Re Grid

29.4

7.4

Centerline

Mach Number

1.30 68,115 I00 x 50 4.295

1.33 68,896 4.409

1.40 70,686 4.724

1.33 68,896 200 x I00 4.395

1.31 666,891 4.652

1.40 17,792 I00 x 50 4.188

1.30 168,496 200 x I00 4.454

1.33 170,429 4.601

1.40 174,856 4.967

1.33 170,429 4.671
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CONCLUSIONS AND RECOMMENDATIONS

The following conclusions can be made from results of

this study.

i) The grid generator code TBGG provided a good means

generating useful computational grids for the

Navier-Stokes computations of the nozzle flow.

However, it had several drawbacks. First, it was

inconvenient to have to generate the grid on the

VAX, transfer it to a tape and place it on the

CKAY. Second, it was difficult to concentrate the

grid points in all of the regions of interest.

Finally, it would be difficult to use this grid

generator for more complicated geometries and grid

generators that can patch various regions together
are available for such circumstances.

2) The PARC2D code yields accurate solutions for the

flow field in supersonic nozzles at low Reynolds

numbers where large viscous/inviscid interaction

exists. Because the code is modular it can be

easily modified. An efficient convergence pro-

cedure was developed for these nozzle flows. The

amount of plenum chamber included in the computa-

tion should be minimized and an exhaust chamber

should be provided downstream of the nozzle exit

to increase the accuracy and minimize the number
of iterations.

A number of recommendations for additional work or

improvements to the code can be made.

l) The constant gamma restriction to the PARC2D code

should be removed. Sverdrup Technology, Inc.,

AEDC Group, is presently modifying the code to

accommodatevariable gamma.

2) Additional computations should be made at _ other

values of gamma, especially for the low stagnation

pressure test, to see if improved agreement of the

computations with the measurements could not be

achieved. Computations should also be performed

at constant wall temperature rather than an

adiabatic wall to see the influence of that

boundary condition upon the flow.
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3)

4)

5)

Subroutines should be written to calculate bound-

ary layer thicknesses, etc., to allow comparison

with other computational techniques.

The plotting routines available on the CRAY

system should be utilized to better understand
the nature of the solutions that have been

obtained.

Objectives numbers 6) and 7) were not accomplished
due to lack of time. These should be implemented,

especially the slip boundary condition. That con-

dition will be required, along with the variable

gamma, before the computations will satisfactorily

agree with the measurements at the lowest stagna-

tion pressure. Also, flow should be allowed to

leave the sides of the downstream region to more

accurately model the nozzle plume.
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ABSTRACT

Initial conditions are designed for numerical simulation of mesoscale
processes in the atmosphere using the LAHPS model. These initial
conditions represent an idealized barocltnic wave in which the transport of
water vapor can be simu]ated. The constructed atmosphere has two
homogeneous air masses, polar front, polar jet stream and a stratosphere.
A11 these simulate the basic RtrlI_tIIrP. nf fhp. P._rfh'._ _lfmnc=nhp,rl= The=

...................... . ...... v -.,.. VVlr.,,v, v. ,gtv

hydrostatic and geostrophic balances make it possib|e to evaluate mutually
consistent fields of wind and of the height of isobaric surfaces.
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that shows the waves in tha westerlies. The frontal
zone is between the two sine curves. Ticks are at

70 km intervals along both (horizontal)
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showing the x-component of wind based on the
smoothed initial temperature distribution.
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smoothed and adjusted distribution of temperature.
The frontal layer and the troppopause are outlined
with dashed lines. The coordinates as in Fig. 1.

Wind components u, v after adjustment for stable
stratification (a and b, respectively). The

coordinates as in Fig. 1.

Schematic initial conditions drawn over the

region used in numerical simulation. Height of
the 500-rob surface (a) and wind at 500 mb in
relative units(b).

One-hour forecast with the LAMPS model usin0

the initial conditions from Fig. 8. Surface
pressure in mb (a) and vertical motion in
relative units (b).
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INTRODUCT ION

The study of results from observational programs Pre-STORM 1, COHMEXz

and SPACE _ will be accompanied with numerical modeling using the LAMPS 4
model. Numerical modeling will give insight in the dynamics of water-vapor
transport and ensuing precipitation. Understanding of dynamics will, in
turn, yield requirements for improved future satellite observations.

Modeling of atmospheric processes will be done along two different
directions:

(a) prediction of development of observed states, and
(b) simulation of development under idealized conditions.

Here "prediction" means that observed data will be used in the model, even if
the calculation will be done long time after the events have elapsed.
"Simulation" means that the behavior of a simplified, schematized

atmosphere will be studied. In such an atmosphere we may pinpoint exactly
the factors that are of importance for the dynamics without having
complications due to numerous other events that simultaneously occur in the
atmosphere.

This report contains a study of initial conditions that can be used in
simulation experiments. It is proposed that the development be studied of a
synoptic-scale baroclinic wave (length of the order of 3000 kin) around
which mesoscale (order of 1000km) are likely to develop. In particular the
hypothesis will be tested that the water-vapor transport takes place
predominantly in the low-level j_:.t (LLJ) which is favored in stable layers of
the lowest kilometer in the middle-latitude or tropical air masses.

The model used in this study is the one by Perkey (1976), as updated and
described by Kaib (1985).

I STorm-scale Operational and Research Meteorology. An ongoing nation-
wide project.

Z COoperative Huntsville Meteorological Experiment. Group of ongoing
projects centered at Huntsville, Alabama.

3 Satellite Precipitation and Cloud Experiment. A research project of NASA.

4 Limited Area Mesoscale Prediction System. An analysis and prediction
system developed by Drexel University.
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OBJECTIVES

This work aimed to provide a hydrostatically and geostrophically
balanced atmosphere that would be suitable for numerical simulation with
the LAMPS model and which would show the main factors that characterize

the development of the low-level jet stream in the atmosphere. The
constructed idealized atmosphere was supposed to depict a baroclinic wave
in the westerlies, with the polar jet stream at the elevatiion of about 9 km
and an associated polar front. The schematic atmosphere was expected to be
designed automatically by a Fortran program that would yield ready arrays
of meteorological variables in a form in which they could be used as initial
conditions in the LAMPS model.

The wave should result in development of mesoscale processes already in
the first 12-24 h of development. The other approach where a zonally
symmetric situation is used may yield a similar baroclinic development
_ffer _hout _ ,.,_eek _f devel_pm_nt, ,_,_ it h_ been dem_,_fr_ed in th=

models of general atmospheric circulation. The suggested initial conditions
should cut this development time to about 12-24 h of simulated time.
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BAROCL IN IC INIT IAL COND IT IONS

The main objective of this modeling study is to design a baroclinic wave
that can be used in the initial conditions in the LAHPS model. Therefore a

set of atmospheric variables was designed that contain the main
characteristics of an amplifying wave on the polar jet stream.

The schematic conditions in the atmosphere are prescribed by the
distribution of temperature in the jet stream-polar front zone. Other
variables (height of the isobaric surfaces, wind) are computed from the

temperature distribution using the hydrostatic and geostrophic approxima-
tions. The basic temperature distribution is patterned after the model of the
waves in the westerlies as it is known In the literature (e.g. by Palm6n and
Newton, 1969, pp. 176-185).

Current work concentrated on the distribution of meteorological
variables in a spherical rectangle between 25 and 45 °N and 83-113 *W. The
vertical extent of the model is between the earth's surface and 75 mb (about

Ju km ,.. +h;_ _,'.main we ,_ _q grid Doints in x (longitude)IIl_ll J =. Ill _,ml m,.a uvlm,v,, ...... .

direction, 33 points in ,,(latitude) and 38 in vertical. Constant increments
In the xand ydirectlons are chosen such that the latitude-longitude sectors
are almost exactly square at 35 'N, with sides of 70 km. Vertical grid
distance is 25 rob. Presently no mountains are used and the bottom of the
model is at the mean sea level.

Vertical and meridional distribution of temperature is constructed from a
state illustrated in Fig. I. All values are evaluated by corresponding
analytical expressions. The vertical lapse rate of temperature in the
troposphere is taken as constant in the amount

-_ ---6.0 _ IO-_ i< m -(
(i)

There is also a weak ambient meridional gradient of temperature, such that
the temperature decreases uniformly toward the north in the amount of

d..._T= -'_.o _ Io "_ K ,,-4
ay (2)

There are two domains of temperature in the troposphere, one south of
the polar front, the other north of it. There is a discontinuous transition
between the air masses, amounting to 5 K at the front. The front is designed
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FIcj. I. Meridional and vertical section through the frontal zone In the
model_ showing the initial temperature distribution in kelvinsD less 200 K.
Isotherms are at every 8 K, with several intermediate 1-K isotherms at the
discor, tinuity A-F. The polar front and the tropopause are shown by dashed
lines. The horizontal coordinate is along the meridian, with ticks at every
grid point, spaced 70 km apart. The vertical coordinate is pressure, from
75 mb on the top to !000 mb at the bottom.

Fig. Z. The distribution of the coordinate q in the xy plane that shows
the waves in the westerlies. The frontal zone is between the two sine
curves. Ticks are at 70 km intervals along both (horizontal) coordinates.
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slanted between the points A and B, such that its surface position ( B ) is 750
km south of its tropospheric position at the pressure of 355 mb (point A).

The oolar tropopause is at the pressure of 355 mb, as it is typical for the
earth's atmosphere. The middle-latitude tropospnere is ai ih_ i:_ressur_ of
235 mb between the surface position of the polar front and the southern
boundary of the model (C-Din Fig. I). Above the frontal zone (above the
slanted frontal surface), the tropopause varies as a parabola, this is
illustrated by the curve A-C In Fig. I.

The temperature in the stratosphere is designed constant with height
above the polar tropopause (above the line A-E). In the rest of the
stratosphere, the temperature increases with height with the vertical
derivative OT/Oz varying linearly from 0 above the point Ato a value of 0.03

K m -I above point D. The temperature on the bottom of the stratosphere is

everywhere equal to the tropospheric temperature at this level. Since the
tropopause varies in height between A and C, this introduces a cooling in the

stratosphere with distance going "south" between A and C. A higher
tropopause has a lower temperature since the tropospheric lapse rate of
temperature is constant.

The tropospheric isotherms in Fig. I are not uniformly spaced in the

vertical since the drawing is in the pressure coordinates. A constant lapse
rate of temperature with height results in the temperature (T) variation
with pressure p as

where TO and Po are the temperature and pressure at the surface. R is the

gas constant, h Is the (constant) lapse rate of temperature -dY/dz, and g is
the acceleration of gravity.

The zonal variation of temperature simulates waves in the westerlies
with wave length L=2450 km, what is the length of the domain of computation.
The amplitude of the waves C is 4.6E5 m. Both these measurements

correspond to a developing baroclinic wave on the polar jet stream. The
._inu_oidal shape of the baro¢linic zone is achieved by introducing & new
coordinate

q= A - By - C sin2=_L x

where the constants A, B and C are selected such that the plot of q in the x.v
plane shows the pattern as in Fig. Z. The selected form of qgives the
sinusoidal variation of the baroclinic zone with longitude. The reason
behind this choice is that the development of mesoscale phenomena will start
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sooner than If the computation started from a zonally uniform state with
small random perturbations. In this rather limited domain there will be
much influence of the boundary conditions before mesoscale structures can
be developed.
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HE IGHT OF THE ISOBARIC SURFACES AND WIND

The pressure at the sea level is assumed everywhere equal to 1000 mb.
It is expected (and confirmed with several preliminary experiments) that a
more usual state with significant thermal advectlon will develop in the model
after a short simulated time. The establishment of a developing low in the

region downstream from the upper-level trough occurs in already after I h,
whereas the wave pattern of Fig. 2 typically takes several weeks of
simulated time to develop in models of general atmospheric circulation.

The first step in the evaluation of upper-level wind is the computation of
the height of the isobaric surfaces. This is done with a trapezoidal
integration of the hydrostatic equation. Trapezoidal integration is
particularly suitable since the variables are arranged without staggering.
All variables are defined in all grid points. Temperature from Fig. I is
used, with some horizontal smoothing. Hydrostatic evaluation of height
results in upper-level highs above warm air masses and upper-level lows

above cold air masses. The lower boundary condition, at the earth's
surface, was a co(_stant pressure p_-luvv mu ,J =,, _, ,u vv,,,, ...........Vl I ii

boundary.

The geostrophic wind is by definition related to the height of isobaric
surfaces. As planned, a :jet stream appears above the frontal zone, a little
above the level of the polar tropopause. This Is illustrated in Fig. 3. There
is also a westerly flow away from the frontal zone in the troposphere, as a
consequence of the weak merldional temperature gradient described by the
equation (2). The wind speed increases with height in the frontal zone since
the integrated difference in temperature between the two air masses
increases with height. Above the level of the polar tropopause (level at A
tn Fig. I), the temperature does not decrease with height in the polar
stratosphere, but it decreases further in the middle-latitude troposphere.
Within one grid point above the level of A the temperature is equal on both
sides of the line A-F, and above that point the temperature is higher on the
polar side. In this region the wind speed decreases with height. Maximum
wind speed appears at the level where the vertically integrated temperature
is equal on both sides of the jet stream.

Unfortunately, the above described method for evaluation of wind yields
undesirable results in the stratosphere. Large positive and negative values

in both wind components appear near the top of the model, as it can be seen
in Fig. 3. Upon inspection of these results, it could be established that
small inaccuracies in the distribution of temperature result in large
deviations of wind speed. This can be shown by the thermal wind relation
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Fig. 3. Vertical meridional section through the frontal zone showing the
x-component of wind based on the smoothed initial temperature distribution.

Isotachs are for every 16 m s -1. The coordinates are as in Fig. I. The

discontinuities from Fig. ! (front and tropopause) are shown by dashed
lines.
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Fig. 4. Schematic representation of an area segment in the vertical
plane. The quantities indicate the values used in the evaluation of thermal
wind in (4) and (5).
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ou ROT (3)
Op- fp Oy

where f is the Coriolis parameter. In finite differences this equation can be
rewritten as

Ts= TN + c (Uto p - Ubottom). ( 4 )

The subscripts 5" and N indicate the southern and northern values of
vertically averaged temperature at the ends of the interval where dT/#y is
evaluated. The arrangement of variables in (4)is illustrated in Fig. 4. The
local constant c is given by

c = 2 A y fp/(R Ap). (5)

For values near the 100-mb level, where both p and ,dp can be estimated to
be about 100 mb, and for the used grid distance Ay=70 kin, c is about 0. ! K

m -1 s -Z. This means that fore misestimated temperature difference of I K,

there follows a difference of about 10 m s -1 in wind between top and bottom

of the layer, if the thermal wind is evaluated over distances wider than
ZAK, still larger discrepancies may occur in the corr, puted geostrophic wind
for every i K in temperature. Larger discrepancies in wind may occur if the
_,,,vo, =,,,, _ Is missed by more t h_n I I( The design of temperature from
the previous section (Fig. 1) is quite satisfactory within the troposphere,
however the choice of the torm ot the tropopause and the used vertical lapse
rate in the stratosphere did not result in a satisfactory wind distribution.
The discrepancy is particularly large around the vertical line A-F in Fig. I
where the difference is large between the polar and middle stratospheres.

The wind distribution in the stratosphere is not particularly important

for tropospheric processes. It is not known that the stratosphere directly
influences the mesoscale processes in the troposphere. Still, undesirable
effects may appear in the model due to high wind speed In the stratosphere.
Therefore it was deemed necessary to find a more realistic distribution of
temperature than shown in Fig. I. It is a safe assumption that a more
realistic development may be expected If there are no spurious Jet streams
in the stratosphere.

A modification of the temperature distribution was introduced using a
plausible requirement that the wind speed at the top of the model should be

equal to zero. Also the assumption was used that the modification of
temperature for this purpose should be introduced only above the level of
300 rob, i. e. above the polar jet-stream level. This correction of
temperature is then applied to the columns of air between Z75 and 75 mb,
equally to all grid points in these columns. The amount of correction is
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evaluated from (4) where the corrected values of temperature are
introduced as

TS +corrS = TN + corrN- c Ubottom (6)

Here corrS and co/'rN are the corrections added to the southern and

northern columns of grid points. Thereby L/top has disappeared from (6),

by definition. The correct amount of correction is obtained from (4) and (6)
by subtraction"

corrS= corral - C Utop (7)

Here Uto p is the formerly (presumably spuriously) obtained value of the

wind speed at the top of the column in question.

There are two unknown terms (corrections) in (7). Therefore this

correction must be introduced starting from one boundary where the
correction must be prescribed. In the results presented below the
correction on the northern boundary was used as corrN=O. In order to
justify this boundary condition, the variation of temperature described by

Fi 9. 1 was modified so that the temperture was exactly equal in the
northernmost ,t grid points in every meridional row. The marching process
described by (7) was done over the intervals of 2zly, with the wind
component U at the top exactly between two columns of temperature. Thls
was a leap-frog type of scheme, ae it ie appropriate for (3), which is a tile
first-order equation for T.

The results of the thermal wind correction (7) did not yield a good

distribution of wind. There was a residual wind on the top of the model.
This residual was nearly exactly proportional to the original spurious wind
at the top of the model. Therefore the residual was removed satisfactorily
by an empirical correction. Instead of (7), the correction was used with an
empirical multiplier 0.84;

corrS= 0.84( corrN- c Utop ) (8)

So far an explanation for this multiplier of 0.84 cannot be offered; it may
have to do with two-dtmensionallty of the geostrophic wind, whereas the
correction is computed only along y.

With correction (8), the wind at the top became equal to zero, as
forcefully adjusted, whereas there were comparatively small changes in
temperature. The wind that resulted is illustrated in Fig. 5.
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Fig. 5. Vertical section illustrating the wind components u (a) and v
(b) with the correction in the stratosphere that caused the wind to vanish at
the top of the model. The coordinates are as in Fig. 1, except that the grid
distance _y is dra__ wi(ier,
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Fig. 6, Vertical and meridionai section showing the smoothed and

adjusted distribution of temperature. The frontal layer and the troppopause
are outlined with dashed lines. The coordinates are as in Fig. I.
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Unfortunately, not al1 problems were resolved so far. The correction of
temperature in the upper part of the model (8), where the correction
reached in the upper troposphere, introduced spotwise hydrostatic
instability. Correction of this static instability, in turn, had the effect to
change the geostrophic wind such that values different from zero, albeit
smaller than before, appeared near the top of the model.

Other changes in the model were introduced into the model too in order to
diminish the contrast in temperature between the parts of the stratosphere

across the line A-F of Fig. 1. The present state of the construction of initial
conditions is shown in Figs. 6 and ?. The temperature in Fig. 6 shows a
frontal layer that is more stable than the rest of the troposphere, but it is
,,,,÷ o,, _,,,,=r_,'_- s_. the first design in Fig. 1. The wind components (Fig. ?)
again have values different from zero on the top, but much smaller than
without adjustment of temperature with correction from (?).

The initial wind and height of the 500-mb surface in the model are
illustrated in Fig. 8. These show the region used in LAMPS for an
experimentalfull-scale forecast. The one-hour forecast results are shown
in Fig. 9. The surface oressure (Fig. 9 a) already fell several millibars in
the warm sector of the upper-level wave. There is already a noticeable high
under the upper-level trough. Both these features indicate that the
baroclinic wave is on the way to assume the typical atmospheric patterns,
with cyclogenesis downstream from the trough aloft. There are still some
formal problems with the forecasting model, as it can be seen in Fig. 9 b.
Short waves near the jet stream are of numerical character, possibly due to
spotwise thermal instability in the initial conditions. Larger numerical
error grows on both ends of the jet stream, due to improperly handled
boundary conditions. Since this run was made, the model has been
improved. Cyclic boundary conditions have been introduced by Drs. Kalb and

Perkey. A new experimental run has not yet been performed since a one-
hour forecast takes about 10 h of computer time on the Perkin-Elmer
computer. Besides, in the last week of my stay at NASA, Perkey and Kalb

transferred the model to the Cray computer. New experiments will be made
as soon as the model becomes operational on Cray and the above indicated
adjustments in initial conditions are made.
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Fig, 7, Wind components u, v after adjustment for stable stratification
(a and b, respectively). The coordinates are as in Fig. !.
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Fig. 8. Schematic initial conditions drawn over the region used in
numerical simulation. Height of the 500--rob surface (a) and wind at 500 mb
in relative units (b).
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Fig. 9. One-hour forecast with the LAMPS model using the initial

conditions from Fig. 8. Surface pressure in mb (a) and vertical motion
in relative units (b).
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CONCLUS IONS AND RECOMMENDAT IONS

The experiments with analytically defined schematic initial conditions
show that it is feasible to perform experiments with the LAMPS mesoscale

model. The results of the one-hour forecast show development of surface
high and low in expected positions in relation to the upper-level jet stream.
An extension of such forecasting there fore can be expected to bring useful
results.

There are still several shortcomings in the Fortran program. The
correction in the stratosphere is presently done in three segments,
separately for the polar part, part above the frontal zone and the part above
the middle-latitude air mass. This should be changed into a uniform
routine.

Further experiments should be done with different stability in the air
masses and with presence of a stable layer in the lower part of the midd]e-

latitude air mass where the low-level jet and accompanying transport of
water vapor takes place.
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THEORETICALSTUDIESONTHEMECHANICALBEHAVIOROF
GRANULARMATERIALSUNDERVERYLOWINTERGRANULARSTRESSES

by

Kenneth W. French, Jr.
Professor of Mechanical Engineering

John BrownUniverslty
Siloam Springs, Arkansas

ABSTRACT

The report describes the salient aspects of the theoretical modeling of a

conventional triaxial test (CTC) of a cohesionless granular medium with stress

and strain rate loading. Included are a contro!!able gravitational body force

and provision for low confining pressure and/or very low intergranular stress.

The modeling includes rational, analytic, and numerical phases, all in various

stages of development.

This work is an extension of two previous summer's contributions to an ongoing

project at NASA/MSFC and with contractors at the University of Colorado. Hence,

this report builds strongly on the base of those from 1984 and 1985. The

experimental culmination of the project will be performed in a mld-deck locker

on a future Space Shuttle Flight. The numerical evolutions of theoretical

models will be used in final design stages and in the analysis of the

experimental data.

In this the experimental design stage, it is of special interest to include in

the candidate considerations every anomaly found in preliminary terrestrial

experimentation. Most of the anomalies will be eliminated by design or

enhanced for measurement as the project progresses. The main aspect of design

being not the physical apparatus but the type and trajectories of loading

elected. The major considerations that have been treated are; appearance and

growth of local surface aberrations, stress-power coefficients, strain types,

optical strain, radial bead migration, and measures of rotation for the proper

stress flux.
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INTRODUCTION

The 1980s seem to be the uec_u="" fuL--the ___4_~ ^_ _g= _ =a,_=_r_ =_=Iv_ in

rheology and soil mechanics. They are quickly catching up to their simpler,

faster developing sisters; fluid and structural mechanics. In the granular

mechanics community there seems to be almost a rush to install the full results

of rational modeling and large strain plasticity theory. Rates of stress and

strain are being incorporated into constitutions, objectivity is demanded,

stress power is accounted, and damage, memory, and fracture are actively

courted. However, there is something grander about this whole development.

The behavior of granular material has long escaped analytic capture for a very

good reason; it exhibits a very complicated constitution. Granular materials

have evaded analysis except in the very restricted local sense of using t_st

coefficients in an interpolated analytic framework. Often even then a

confining history must be specified. Further the dissimilarities among soll

types is wondrously wide, to say nothing of the spectrum of man-made substances

with discrete particles from elastic/brlttle glass to polymeric types with

memory.

The new models are immediately followed by computer analysis which by

prediction enhances final design stages and which by correlation enhances the

results of prototype and final experiments. Nevertheless as the lessons in

turbulence in fluid mechanics and buckling in structural mechanics have sho_,

the progress with numerical analysis will still prove to be a frontier for many

years.

Whether the bevy of classical soll mechanics tests are thought of as studies of

the behavior of infinite half-spaces of granular material or as a search of

constitution by partial derivative or as preparation for the use of membrances

for control of granular bulk; the influence of gravity body force is crucial to

a full understanding. Our human intuition is built on experiences with

granular media under the domination of gravity. Outside that realm there are

precious few (albeit extremely interesting and crucial) cases and those highly

transient. Separation by flow of multicomponent saturated river beds,

liquefaction in quicksand or under earthquake or other strong cyclic loading,

cyclic mobility deformations; but at best these are transient snapshots of low

intergranular stress behavior.

There is also the very interesting prospect of the granule being the ideal form

for storage of bulk material in zero-g. The underlying reason being its ability

to exhibit high or low frictional forces. Unfortunately, this characteristic

is strongly inhibited by strong gravitational forces which confine the granules;

hence, soil liquefaction is a rarity on earth which does not sadden civil

engineers.
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Vibratory transport with fluxes of discrete masses has been

employed commercially for many years. This in combination with an

oscillating confining pressure has potential;the former to move the

latter to act as a check valve. In space a double membrane container

with pressure control of the intermembrane region and vacuum or

pressure control to the inner region would allow behavoir rangeing

from near fluid to tremendously frictional and hence either pumping

or the retention of the integrity of an almost arbitrary shape.

Therefore either bulk storage or peristaltic transport are realizable

within the same containment. That is a granular material does not

have the high bonding of a frozen solid nor is it dominated by surface

tension or vapor pressure typical to liquids.

The concept of a granular media as a 3-D fabric with noncatastrophic

damage being done continuously by the loading represents perhaps

the best thermodynamic view and keys on vision of stress-power.

Ultimately this damage becomes particle crushing, shear banding, fabric

fracture and if loading is strongly cyclic or containment small,cyclic

mobility or liquifaction.

It is into this fascinating realm that the "Costes Team"

commenced finding a niche in 1978. The particular geometry chosen is

the classical triaxial test with provision for saturation draining

and a variety of loading trajectories; see Figures 1 and 2. The

following section will detail the exact position of this work in the

general development of the ongoing project. The experimental culmination

being Space Shuttle borne tests of a wide variety and the constitutive

theory an unending frontier of discovery based on these better low

intergranular stress results.

-°'rII24
,-%;

_"_"4_° J ill I I /11A_.,o"'_'"_L[II I I /11 71:."q"

TRIAXIAL TEST

FIGURE 1

/

\

\

\

%

EFFECTZVE LOADING DIAGRAM

FIGURE 2

%

XVII-2

ORiGiNAL PAG'E _S
OF POOR QUALITY



OBJECTIVES

The primary goal of this work is to provide theoretical

modeling support for the Mechanics of Granular Media ( MGM ),

activity with special direction toward the models for the

conventional triaxial configuration with specimens of cohesionless

spheroidal material. In this respect it is a true continuation

of the past years' work.

The objectives of this work are to provide state of the art

rational modeling, analysis within the precision required, and

numerical support for the full range of constitutions and for

anomalies outside the model. Typically the model is local,

a differential continuum; the analysis is global, integral; and

the numerical approach attempts both local and global approximations.

It is necessary to explicitly include acceleration of gravity and

mass density. The former for body force control and the latter

for that as well as density sensitivity in the constitution and

for tracking dilation.

One of the primary objectives is to confront the real boundary

conditions of platen encroachment, membrane adjustment and

penetration, and boundary shear stress power and to resign them

to the constructions used in analysis. This is crucial; to relate

all the statements of deformation and its time and space derivatives

through all three theoretical phases. The careful,definitive

statement of strain will permit a correct extension to the use of

optically measured displacements on the cylindrical boundary.

Preliminary calculations of the inherent experimental strain

uncertainty are desireable to anticipate the necessary prediction

level for the analytic and numerical phases.

The numerical objective is to provide a local version of the

MICROFEM code that is fully interactive, specialized to a reasonable

level of entry data, implemented with screen prompting and

segregated from the FEM skeketon. A brief manual will be produced

to guide operation and to document the flow of the code through

subroutines so that modification can be made and behavoir traced to

its origin. This code should accomodate a variety of constitutive

models, but be limited to a single solver and to the geometry,

and loading trajectories envisioned for the culmination experiments.

The FEMmust reenter the constitutive model at every iteration and

be fully sensitive to the boundaries of behavoir internal to the

stress space.
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JAUMANN QUANDARY

A conference paper in 1981 showed that under certain

conditions the combination of a Prager-Ziegler kinematic hardening

rule with a Jaumann stress flux can cause an oscillatory stress-

strain relationship. Figures 3 & 4 show some extreme and more mild

forms of this oscillation; they are from Lee(82) and Dafalias(82)

respectively. It is interesting to note that Lee et al were the

editors of the conference at which the original paper was presented.

The conclusion of Lee(82) and Dafalias(82) and subsequently

of Kiousis(86) was that the Jaumann stress flux was inappropriate in

that particular circumstance and others. Kiousis states that the

Jaumann stress "rate" ( stress flux) is not applicable to materials

exhibiting kinematic hardening. Whether this conclusion is verified

or if the constitutive model assumed is at fault remains to be seen.

Since there is a wide variety of choices for the stress flux,

it is omnious to presume that one must be selected for each combination

of constitution and loading trajectory. Eringen(80) offers seven

permutations. It is notable that the property of objectivity is

distributive to transformation so new versions can be formed by adding

objective tensors or groups.

JAUMANN

STRESS OLDROYD

FLUXES:

TRUESDELL

ERINGEN

o

- 8 -cvv- +

± ...

The basic set of stress fluxes are built from grad V , and stem

from the relation between material and moving coordinate frames.

The need arises when incorporating stress rate ( material derivative)

into the constitutive relation because stress rate is not inherently

objective. This usually amounts to a sort of Boussinesq approximation

in that grad V is ignored in the momentum equation but included in

the constitutive statement. Thus the momentum equation becomes:
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In order to lay a groundwork for the new stress fluxes, the

following is a condensation of Truesdell(77) II chapters 5-11.

WV-- G= _VV

V_ = /- - Rl.r" - V._

velocity gradient

deformation gradient

polar decomposition..rotation tensor, RH stretch tenso_

LH stretch tensor

( _ is frame indifferent

,.Z: d._ __]" : d_% r

_,-

.F _/4_ a=onot

jacobian

carries principal axes of strain in X

into principal axes of strain in x

; _" =%" _ pu+estretch

spin components from polar decomposition

but:

deformation rate components from polar decomposition

orthogonal tensor between frames

_ = _ _ _T # (hence objective)

the spin of frames joined byis

relative to one another

so that the asterik deformation rate is frame indifferent while

the asterik spin is the original plus the relative.
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Considering a fairly general constitution: ( eg Scott(84))

_h'.bUX _ J.u"- ,...vL,,,..,.,..,. ,.,

Entering the arena with just the first term on the constitutive

side, Lee(82) and Dafalias(82) independently sought an acceptable

candidate for_ or beyond to a flux side that does not contain

Jaumann terms explicitly. Their suggestions ( see Figures 3 & 4 )

resolve the problem in the sense that the oscillations are suppressed

for the constitution and loading they considered:

_ _'| . . Dafalias (82)

_ _/_ . Lee (82)

While this is satisfying in the immediate sense; it seems to

lack the uniqueness which is critical to any long range modeling

progress. In fact it is in the worst spirit in the rational

mechanics tradition continue such a strategy:

i. preconceive a notion of acceptable results

2. select a reduced constitution

3. "discover" a stress flux to satisfy #I.

The use of such a strategy is very successful in early stages of

discovery, in fact it is mode at which humans excel. However it

is strictly for interpolation and often only for the physical and

In spite of the apparent failure of rational mechanics to

supply any direction, the most suspect portion of the model is the

constitutive side. Following Einstein..."reduce to the simplest

model but no further"...it seems that the constitution is in a

state of over-reduction. In the interim this type of modeling;

has fluorished with the more progressive researchers in granular

mechanics. Apparently none finding or at least reporting any

ranges of oscillation or other nonphysical behavoir. On the other

hand it is not difficult to find experimental results with what

might be oscillation in the large strain region. Prevost(81).

But of course the uncertainty in that realm masks such an observation

from acceptance.

While objective stress fluxes are legion, the strategy of

selecting a constitution then shopping for a form of the stress flux

that exhibits expected behavoir is a hedge against using the rational

approach at all. Perhaps a thermodynamic ruling will have the same

effect, but it must be explicitly discovered.

XVII-7



ST_SS POWER

In a general thermodynamic description of a material stress

power ( nominally _Y_ ) and mass density are related by the

temperature variable between the "energy" and the "state"

equations. The granular formulations while sometimes alluding to

"adiabatic_ invariably decouple the equations by removing any

temperature sensitivity from the equations for energy and state.

They are thus left related only by:

V-V
v

Density is occasionaly coupled to pressure ( 1/3 tr _) but the

comparison is invariably on an integral, time independent basis

( SR vs e ).
v

Stress power and density are allied in that they appear in the

coefficients of the full constitutive model..[ ] .... Scott(84)

following the general I0 coefficient model of Tru_sdell(55);

basically this is a polynomial formulation in_and_) linearized in

_and_ alone but including the components of_ID. There is perhaps

a problem with this formulation for certain finite strain situations;

consider the development below and notice that the Jaumann Quandary

also becomes embroiled here for integrals over strain.

_" _ 5 _" d_" [energy/volume/time]

I_CPI-: "_ _"_) _. _::)_'_) _ "_ _ilk_[_ ) ntminalpowe r

,,=' C m'<++"
stress flux ..... see J.Q.

£ _a _ @ C J_constitutive

Source Power: Interstitial + Gravity+ Confinment+ Sink

...... kinetic energies being explicitly neglected .....

3 ---- power sink terms both potential and dissipative
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Power Sink Candidates:

Ldefo_ation

[i] Platen Friction .... _heat axial<d_ f
[2] i-_i,_ _,i_. _...... / at

i ............... _u_=_ hoop_ def
heat

def

.penetration < heat

[3 ] Fluid ............ Pumping

I C ompre s s ion

Beyond the normal component for the encroaching platen which

is the ultimate power source, the boundary working rate includes

the followin_ pumping and compression for the confining fluid,

membrane stretching and penetration, and platen shear working rate.

There is also the compression and pumping losses in the pore fluid,

movement of the center of gravity ( if g # 0 ) and last but certainly

not least the interstitial working rate of the granular medium.

Another view of stress power is that commonly taken by the

fracture mechanists, which is to assess damage as a quantitative

measure of the "sinked" power; (ie the non elastic effects ..both

the membrane and undrained fluids could also exhibit reversible

compression ) and which appears in various forms in the coefficients

of the constitutive relation. The fabric of the material is damaged

in a way not delt with specifically , but its constitution changes

in proportion to the sinked power. Kachanov(86) The use is sometimes

made of a quantity termed, creep dissipation density:
&D

In the most general approach to this sort of analysis, Dunn &

Serrin (85) introduce the interstitial working rate as:

Both the creep dissipation and the interstitial working open the

Jaumann Quandary once again.
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STRAIN DEFINITION AND RESOLUTION

This project has as a bounding condition a steadily

encroaching platen with a centering force provided by a porus

stone centrally located and of relatively small radius. The

platen is nominally frictionless, hence at the moving platen

boundary; e = C, _ = " = full slip
zz rr e@@

That is the rates are prescribed independently of the rate

behavoir brought into the motion by the constitution. Ultimately

it is envisioned that the surface response will be sought as a

sequence of optical images; optical segments will be identified and

tracked. Particularly the images formed from the outer surface

of the cylindrical surface. Subsequently an association will be

made with the strain field and hence with the analytically

generated strain predictions from the integrations of a continuum
model.

The following discussion is a consideration of the implications

to the theoretical modeling of the anticipated order of magnitude

of the movement and necessary transformations to establish a relation

with optical displacements. This is an important precursor to the

detailing of the constitutive model and its numerical counterpart.

The intent is to identify and highlight the variety of "strains"

without resolving them all. This search is the prolegomenon to

relating optical displacement, optical strain,computed strain, and

true strain. That is the initiation of the correct processing

algorithm and calibration requirements.

Rates enter the specification from both the strobe nature of

the optical technique and from the material constitution and loading

trajectory (viz: constant strain rate ); the proper phasing of these

three should be included in the design of the final experiment.

Rotation of material lines, spin of embedded granules as associated

with " bulging and lumping "(see Thin Shell section ) is crucial

as they will add to the distortion and must be compensated or

the optical scheme must disallow these measurements automatically.

As is discussed in the next section, the constitutive theory will

not model the local surface phenomena,lumps, and probably will not

predict the global surface phenomena,bulges.

Some learning about evolution from the prototype experiments,

may provide the prophylactic scheme for rejection of data during a

surface abberation. For example; apparently local failures preceed

global failure, and at the least their growth is enhanced by global

failure. Hence the growth of local failure could predict location

and age of global failure.
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In Terzaghi & Peck (60)(pp109) after giving a lengthy
exposition the author adds "...from slow tests very much smaller
values are obtained." In any venture of this sort the rate terms
from the full constitution should be considered, if in no more
dctai! __hanas oraev nf magnitude studies of dimensionless weightings.
Even the integral strain rate varies from its nominal value;

and the time rate for even increments of strain in that samesense;

It is also necessary to distinguish between a change in the time
scales of response and true creep, because the local strain histories
are quite different after appreciable strain.

STRESSResponse f CONST_ STRAIN signal

Collecting the notation from Eringen(80):

Lagrangian strain-- Ekl = Ekl + ½(Emk + Rmk )(Eml + %1

Eulerian strain- - ekl = ekl + ½(_mk + _mk ) (_mk + r"en_)

deformation gradients - - q U = _ + _ =

_u = _ + r

velocity gradient - - _V = _ +_ = deformation rate + spin

with () indicating infinitesimal quantities of strain and rotation

Hence vanishing infinitesimal strain are not sufficient to specify

rigid deformation; infinitesimal strain is not a strain measure except

under "infinitesimal" conditions, for which Eulerian and Lagrangian

strains are identical.

E _t & e = _e +V-Ve
at

= D .......... infinitesimal deformations

= D if _( O (D)

_e

it is also intere_ing that J _ 1 + tr e

XVII-II



THIN SHELL CONSIDERATIONS

There is an interesting possibility that a triaxial sample with

a highly penetrated membrane exhibits a thin shell response for

certain ranges of loading. The proximity of a tension element

(membrane) and a compression element (granules) linked with inter-

granular and membrane penetration friction forces sets the scene for

thin shell behavoir. ( see Figure 5 ) Specifically the interest

is only in the onset of buckling and post-buckling regimes.

The interest in making these considerations arises for two

reasons. First because of the appearance in testing of 3-D surface

patterns which persist and grow in a nonhomogeneous way. Secondly

because it is crucial to the rational model that in the region where

theoretical model meets measurement there is a special physics. High

penetration, large friction coefficient and their exponential coupling

via membrane tension will allow the membrane to dominate the stress

power, locally in a layer O(d) thick. The suggestion of patterns

is nicely revealed by the experimental work with pressure and axially

loaded thin metal cylinders; Schnell(60),Figure 5.

Subject to extreme membrane penetration from high confinement

there is in the early stages of loading a thin shell behavoir. The

shell fails leaving surface irregularities in the form of lumps,

bumps and pimples. It is important to note that preliminary

calculations show the effect to be strictly superficial to the total

loading-deformation behavoir, but as the loading progresses the surface

irregularities grow and become exaggerated. In fact the growth is

preferential with nonuniform geometry changes in that the "bulge"

region irregularities show greatly accelerated growth. The local

scale seems to predict and interact with the larger scales of

deformation that are referred to as "bulge".

These phenomena are shown on the length scales caricature;

Figure 6, and are accompanied by atypical set of values as Figure 7,

all related to the bead diameter. The first scale is a measure of

the extent to which beads penetrate the confining membrane, with low

penetration requireing a value 0(i) and is a measure of the angle

through which the membrane turns in traversing a bead. Somewhat

arbitrarily a membrane with t/d 0(0.I) will be termed thin and one

with t/d 0(I) will be termed thick.

As with a very uniform shell of homogeneous material, imperfections

will greatly effect the load that marks catastrophe. (see Figure i0)

Of course in the preparation of samples of material for a triaxial test

leaves many fabric anomalies at the surface. These sites will
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undoubtedly provide imperfections for buckling, and encourage premature
failure. After failure these sites are marked with continual growth
of vestigal lumps,ridges and depressions.

The presumption i_ _at unde_cyclic loading thc shell phenemencn

would not reappear as the residual wrinkles would still be present.

However they would without a doubt continue to grow monotonically

under all cyclic loading being true catastrophe products and irrever-

sible to the loading that produced them. Ironically, the postulate

is that shellness is related to thin membranes; those with less internal

bending stresses. The simple concept that hoop stress varies as

the reciprocal of thickness must be viewed with askewance at high

membrane strain. The extreme rise in modulus of elasticity with

strain could cause thin membrane strains to be less than thick membrane

strains; see Figure ii.

Under the assumed sequence of membrane penetration preceeding

axial load and the subsequent formation of an unbonded, friction

linked shell; it is perhaps plausible that the shell would resemble

_he situation in a reinforced concrete shell. Seide(81) gives a

broad survey, and using his equations as an estimation tool with the

property values for latex rubber gives the results in Figure 9. The

estimates are presumably lower bounds ; but as this shell does not

have a distinct thickness or homogenuity of modulii there is no use

to pursue this analog any further. The conclusion however is clear.

In Figure 9 the "P" is the critical value of external pressure for

buckling under that loading alone and the " _" _ .... _I stress

alone; since both are typically present it might be of value to use

Seide's combined loading figures, but to this level of approximation

it is not helpful beyond the observation that critical axial loads

would be reduced considerably. As an example consider the case of

t+d = 3.3mm..the critical pressure of 0.01 psi must be related to the

confinement minus the pore pressure ( or 1/3 tr _) and the total

axial load would be2_Rt(Y c - 1.8 Lbf. The figure is intended to be

schematic and does not show penetration which is assumed, t/d =0.i.

STRESS OFFSETS

INCREMENTAL ............. LOCAL

DEVIATORIC .............. TRACE

EFFECTIVE ............... PORE PRESSURE

BACK STRESS ............. CENTER OF YIELD

(SHIFT STRESS) SURFACE
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NUMERICAL APPROACH

The ultimate source for the sequence of programs given the

generic title MICROFEM is Chapter 24 ( by R.L. Taylor ) of the classic

text by Professor Zienkiewicz, The Finite Element Method, McGraw (19821.

The version produced in this work is a direct ancestor of several

versions from the students of Professor Ko at the University of

Colorado. Most recently DENISE.FTN by Garrett Denise,( MSFC name).

All are application oriented and have substantial differences, but

the general solving subroutines are essentially unchanged. The most

important feature being the Lade-Nelson constitutive model, added to

the framework of the ultimate source. The next page is dedicated to

listing,locating and typing the subroutines in this code.

The program (MAIN) drives 26 subroutines and 1 function. After

an initial committment to nodalization, three subroutines are dedicated

to checking size compatibility with the local environment: the current

levels set are well below the capabilities of _le local PE 3250 on

which the program is installed. The setup is done by a menu driven

query in INPUT; this drives on command turning on of flags(l,7,8,9,10),

direct entering of acceleration of gravity (ii), calling other

to commit the external loading; confining and axial respectively (6,12).

Stress and strain at "Gauss points" is output from RESP_I which

is called from several places in other subroutines via RESPON; the

usual sequence is: LOAD,SOLVER,RESPON (RESP@I).

The local name of MICROFEM is MGMFEM.FTN. It has been given

a command file MGMFEM.CSS to drive it by its own name. Further a

manual has been produced to provide some detail of the source and

evolution for the MICROFEM family,details of operation, and coding

flow to assist in modification. The manual includes; explicit startup

instructions, hardcopy of the screens that appear during a run

(ie: menus,prompts for input,mirrored array generation,and output), a

subroutine listing with a brief description of utility, a subroutine

level flow chart with ties to the data I/O points. There is also

some command level instruction for generating a LOG file of an inter-

active session, and the code for the autorun command file.

The earlier versions of the code wererun batch-style and setup

from a data file. They have been retained locally as AXI.FTN,

BI.FTN and DENISE.FTN. Also the BASIC program Capmodel has been

converted from HP-BASIC to BASICA for the AT driving an HP plotter.

There are 5 model stables in the MICROFEM code and 4 remain unused.

One of the primary goals of the numerical phase of MGM analysis should

be to populate those stables so that several types of constitution

could be run with a single initialization.
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LOCATION

SUBROUTINE LISTING: MGMFEM. FTN

TYPE NAME ARGUEMENTS

ORIGINAL PAGE

of. qUAUl 

140
141
142
143
144
343
344
345
346
485
509
516
523
524
525
612
679
735
801
859
860
979
980

1010
1011
1128
1129
1170
1171
1172
1203
1204
1205
1316
1343
1368
1384
1395
1438
1439
t62"
1647
1648
1649
1699
1700
1701
1922
1639

i#

,It

.ll,

,ll

#

$

$

$

#

N

N

$

n

N

$
X

_V_ROUTINE IHITI_L(IE.IX.iD,D.X.XL.UL.
I NNF'.F_EL.NMQT,NDIM.NEN,NENI.NDOF,STRESS,PA.XKUR,XM.XNI,
2 CL,PC.X_.ETQI.SI,S2,TI,T2.WI,_2,OI.O2.SK,BK.UBK,R,JDIQG,
3 MSEC,NEC,NAC,IFAI[..TOL.DENSIT,MSTEP,HITER,
4 PRFF.PRFC)

SUBROUTINE [NCLO_D(IE,IX.ID.D,X,F.XL.UL.MNP.NEL,
1 NMAT,NDI_',NEN,_EN1,NOOF,STRESS,PA,XKUR,XN,XNI,CL,PC,
2 XR,ETA1,S1,S2,T1,T,.._I.W:,OI,O2,SK,BK,UBK,R,JDIRG,NSEQ,
3 NEC,NQD,IFQIL,TOL,NURINC,DISP.PRFP.PRFC)

SUB£CUTIHE CHKSTE(I,J)
SUBROUTINE IZEEO(I,HUM)
SUBRQUT"INE _ZE_O(R.MUM)
,.SUBRGUTI_E INPUT(IE,3,IX,ID,X,F.IXL,XL.IDLoFL.N_,NNP.NEL,

1 NMAT,NDIP,NEN,NENI,NDOF,PQ.XKUR,XN,XNI,CL,PC,XM,ETQI,SI,
:_ .... __._I,_2,_I.C2.TOL.NUMI_C,DENSIT,MSTEP,HITER)

_UBRCUTI_ COORD(X,XL,N_,PHP,_DIR.IPET,IERR)
SUBEOLJINE ELTDP(IX,IXL.HEL,HEM,HEHI.IPRT.IERR)
SEBROII_INE FIXITY(ID,IDL.NHP.HDOF,IPRT)
SUBROUTINE FQRCE(F,FL,ID,HMP,HOOF,IPRT,IERE,HUMINC)
SUBPOUTIHE QXIFORCE(IX.IXL,F.FL.X,XL.HEL,HEH,HEHI,HDIR,MDOF,HHP

I IPRT.IERR,_UMIMC)

SUBROUTIHE MQTLIB(M.IE.D,HGK.HGS._MQT,IPRT,IERR,PR.XKUR.
I X_.XNI,CL.PC.XR.ETQI.SI,S2,TI,T2,WI.W2,01,_2)
SUBROUTIHE MQT01(M,IE,D._GK.MGS,NRQT,IPRT,PQ.XKUR.XH,XHI,

I CL,PC,X_,ETRI,Si.S2,TI,T2._I._2,01,_2)
SUBROUTIHE PROFIL(IX,IO,JDIQG,H_P,HEL,MEH,HEHI,HDOF,HST,
I"' NQD,HE_)
SUBROVTIHE STIFF(IE.D,IX,X,ID,XL,SK,JDIQG,BK.UBK,MHP,HEL,HMQT.
I HE_,NEHI,HDIR,HDOF.HEO,HSEO,M_D,DSTRES,PQ,XKUR,XN,XMI,CL,PC,
2 XR,ETQI,SI,_=C_,TI,T2,WI,W2,GI,02,IF_IL,ITQG,PRFP,PRFC)
SUBROUTINE STIF01(IE,D,IX,X.ID,XL,SK,JDIQG.BK,UBK,HHP,HEL.
I "H_QT,NEM,NENI.NBI_.HDOF.HE_.MSE0,HQD,STRE$S,PQ,XKUR,XH,
2 XHI,CL,PC,XM,ETQI,SI,S2,TI,T2,WI,W2,01,82,IFQIL,ITQG,
SUBROUTINE GAIIS01(L,LIHT,SG,TG,WG)
SUBROUTINE SHQP01(S,T,XL,HDIR,HEH,SHP.B.DETJ)
_H_(SK,LM,BK,UBK.JDIQG,HSE_.HQD,HE£)
_-B]TOETI-HE LOQD(ID,F,R.MMP,NDOF,HEO)
SUBROUTINE.SOLVER(BK,UBK,R,JDIQG,HEO,HQD,IFLQG)
SUBROUTIHE DLQOE(STRI,STR2,STR3,STR4,PQ,KUR,M,HI,CL.PC,

1 M,ETPI,SI,S2.T'I,T2,WI.W2.GI,G2,1FQIL.DEP,AP,QC,FP,FC)

_I.BPOLIT!NE _!SEC(P,_,O.FP.P_.C._,EP,X.IFLPG)UBROUTIHE PESPON(IE.D,IX,X,ID. ,XL.UL.R,HMP.HEL.HMRT,HEH,
1 _EMI.NDIM.HDOF,HSE_,HE_.DDSTRE.STRESS,PQ,XKUR,XN.XHI.
2 CL,PC,X_.ETQ1,SI,S2,T1,T2,W1,W2,O1.Q2.PRFP,PRFC,IFQIL)
_UBRQUTIHE RESP01(IE,O.IX,X,F,XL,UL.HHP,HEL,HRRT,HEH,HEHI,

I HOIM,HDOF,DDSTRE,STRESS,PQ,XKUR,XH.XHI,CL,PC,XR,ETQI,
•2 S1,S2.T1.T2.W1,W2,01,O2,PRFP,PRFC,IFQIL)
SUBROUTINE PSTRES(SIG,PSIG)
FUHCTIDP DOT(Q.B,H)

* SETUP

# GENERAL SOLVING

$ - - - MODEL RELATED
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CONCLUSIONS & RECOMMENDATIONS

The Jaumann Quandary has been laid out in some detail and put

in perspective as a"state of the art" question in rational mechanics.

The resolution of stress flux "choice" is pivotal to any confidence

in numerical modeling beyond the well established realms. A clear

definition has been given for stress-power in the incremental sense.

Apparently the impact of the stress-flux on this integral has not been

realized before. The reoccurrence of the J.Q. has been shown at

several places in the Scott(84) constitutive relation.

The analytic path from optical displacement to the "true" strain(s)

has been covered in some detail, but optical displacement is not yet

resolved to numerical (FE) strain which will vary somewhat with specific

algorithm.

A close inspection should be made of the optimization process for

t/d; the strategy to minimize mer_r_ne _hickness alone may be "faulted".

First: it is very important to control vestigal formations if surface

strains are to be measured.

Second: there is ultimately a thinness limit to lowered hoop stress

established by the onset of increased modulus of elasticity.

Third: the optical detection and selection process is much more robust

than originally envisioned; and able to handle considerably

higher t/d than 0.I.

In light of the thin shell physical model presented above, the conclusion

is that a thin membrane (t/d O(.I)) may encourage the production of

vestigal lumps on the sample surface. These formations , while not

changing the gross behavoir of the testing may cause considerable inter-

ference with attempts to measure optical surface displacements.

Hence the maximumt/d is encouraged which will still permit optical

processes to remain error-free in following red-granule trajectories.

Whether t/d can be made to approach 0(i) within the constraints of low

confining pressure, minimum optical resolution and optical transparency

remains to be seen.

An improved version of "MICROFEM" has been produced; MGMFEM.FTN,

which resides on the Fluid Dynamics Branch Perkin-Elmer 3250. It is

fully interactive and can be flagged to mirror entry, output to screen

or printer, reinput data, and so on. The data entry necessary for a

run has been reduced by eliminating features not pertinent to the

problem at hand; ie: RPM,other geometries, multiple material types,etc),

but the acceleration of gravity has been explicitly added as input.

The following features still need to be modified; the code is still time

insensitive, the loading is limited to stress initiation, the model

stable has only Lade-Nelson, and many options for post-processing need

to be implemented for a satisfactory analysis tool.
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ABSTRACT

Erratic pockets of erosion have occurred on the inner perimeter of

the 404 rocket nozzle ring during liftoff firing. In some cases the

erosion has been serious. It is thought that it may be caused by pock-

ets of volatile matter entrapped during manufacture. A thermal post

cure has been suggested as a possible means of outgasslng such pockets,

if they in fact do exist.

To confirm an outgassing during a post cure and to establish a

working upper temperature limit, thermal gravimetric and differential

calorimetric analyses were made on a number of samples from two 404

rings (#42 and #45) supplied by the manufacturer. Continuous weight

loss was observed over the temperature range explored (750 ° F) indi-

cating outgassing, and a strong exothermic reaction occurs beginning

about 390 ° F. Thus, an upper post cure temperature of 350 ° F is reco-

mmended. Preparations are underway to carry out a series of post cure

cycles to 330 ° F and to 350 ° F, with and without hold periods at 275 ° F.

To determine the possible effect of a post cure on physical proper-

ties, the following tests will be made on matched sets of cured and post

cured material: x-radlography (internal structure), linear dimensions,

weight, porosity, cross ply thermal expansion, drop and double notch

shear strengths, and tensional strength in the ply direction.

X-radiographs of ring cross sections have shown significant irregu-

larities in internal structure within each of the rings and between the

two rings. The ply of the carbon cloth shows a strong concave curvature

on the top (inlet) side, diminishing to almost straight on the bottom

side. Alternating bands of greater and lesser density parallel to the

ply exist in both rings, but are more pronounced in ring 45. Also, ran-

dom irregular lenses of minimum density are present parallel to the ply.

They are more pronounced in ring 42. The lenses may be gas-filled voids.

If so, post curing may degass them, but may not remove them. To estab-

lish the actual cause of the observed x-radiograph density differences,

a microstructural study via optical microscopy techniques is recommended.
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INTRODUCTION

Erratic pockets of erosion have been found on the inner surface

of a number of the space shuttle solid rocket motor nozzles upon re-

covery after flight. In a number of cases the damage was sufficiently
severe that at the end of the burn time of the motor not many seconds

of operational life remained.

It is thought that the pockets of erosion may be caused by spalla-

tion induced by the thermal expansion of entrapped volatile matter.

The entrapment of pockets of volatiles is postulated to occur during

the curing of the carbon cloth-phenolic resin composite material. Dur-

ing the manufacture of the nozzle material, thermal curing of the resin
is carried out under a vacuum in a compressing apparatus called an hydro-

clave. The vacuum system is supposed to draw off volatiles both entrap-

ped during the rolling out of the cloth-resin components on the constr-
uction mandrel and released as reaction products of resin polymerization

during the thermally driven curs. If there are indeed pockets of vola-

tile matter entrapped in the finished material, it would appear that

the vacuum system of the curing operation is not functioning according

to expectations.

Operating under the assumption that pockets of volatile matter do
exist within the nozzle _o_-__, a se_aw.- +_I._........_ _yalA was con-

sidered a possible means of alleviating the condition. Work would be

carried out on production units of the iOi ring of the rocket motor

nozzle. The 404 ring is located immediately below the nozzle inlet cap

and above the throat ring. The erosion pockets have been concentrated

on the inside surface of the 404 ring. The study would consist of two

major parts: to establish optimum conditions for a second thermal cure

of the nozzle material that might yield an outgassing of entrapped vola-

tiles, and to assess changes in the physical properties of the nozzle
material that the post cure %re_en% might induce. The latter would

have to be considered by the design engineers of the rocket nozzle.

It was not possible %o complete the full scope of the project dur-

ing the course of the summer fellowship. That part which was concluded
is described in the following sections.
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OBJECTIVES

I)

2)

The objectives of this work were toz

Determine optimum time-temperature conditions for a post cure
thermal treatment of the rocket nozzle composite material that

would maximize an outgassing of entrapped volatiles with mini-

mum deleterious effects on its ablative and physical properties.

Characterize the macrostructure and selected physical properties
important to design parameters both before and after post cure
thermal treatment.
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RESULTS

The Wasatch Division of Morton Thiokol, Inc., manufacturer of the

space shuttle solid rocket motor, provided four approximately 45 ° seg-

ments from each of two 404 production rings for this study. Their re-

spective identification numbers are 42 and 45. Five vertical cross

sections, each about l.l inches thick, have been cut from the ends of

three of the segments from ring 42, and five from one end of the four-

th. With respect to ring 45, five sectionswere cut from each end of

two segments, five from one end of the third, and the full fourth seg-

ment is being held in reserve. Alternate sections are being retained

as control pieces with the other cut sections being committed to post

cure tests. A schematic of our sampling method and labelling is ill-

ustrated by Figure I. The layout used for dimensional measurements and

the extraction of test specimens is illustrated by Figure 2. Cross

section dimensions of the samples committed to post cure are given in

Table I.

To explore the feasibility of outgassing entrapped volatiles by

a thermal post cure treatment, thermo_ravimetric analyses were done
over the temperature range 75 ° to 750 F. A continuous and smooth

io_s in ..^4_+ occurred n_,_ _h_ range. TvDica! data for material

from the two rings are illustrated by Figures 3 and 4. Average weight

loss and rate data for the samples analyzed are given in Table 2. The

data show that the material of ring 42 lost aoouc ,_ 1 == -'^_~_ +_"

did the material from ring 45.

To determine a reasonable temperature range over which to conduct

a post cure thermal treatment, differential scanning calorimetric anal-

yses were carried out on samples from the two rings. Material from ring

42 showed a strong exothermic reaction beginning at about 410 ° F, where-

as that from ring 45 showed the reaction beginning from about 285 ° to

375 ° F. These data suggest a greater degree of cure for ring 42 rela-

tive to ring 45. Typical heat flow behavior of ring 42 material is il-

lustrated by Figure 5. The range of behavior observed for ring 45

material is illustrated by Figures 6 and 7. Based on gravimetric and

calorimetric data, plus recommendations provided by HITCO, post cure

cycles to 330 ° F and to 350 ° F, with and without hold periods at 275 ° F,

have been selected.

To monitor changes that a post cure might produce, the following

analyses will be made: x-radiography to define internal structure,

linear dimensions of cross section pieces to define expansion or con-

traction, dry and water-saturated weights to define density and poro-

sity changes, and drop shear, double notch shear, and tensile tests to

define strength changes. For control, parallel tests will be made on

matched sets of cured and post cured materials.

The dry weights and water saturated weights of 16 cross section
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pieces are given in Table 3. The dry weights were measured after heat-

ing the pieces under 32-inches-mercury vacuum to 120 ° F for four hours_

followed by 20 hours at 75 ° F. Water saturated weights were measured

after keeping the pieces in an humidity chamber maintained at 100°F and

a relative humidity of 85%. The chamber would not produce a 1007o Rff.

Also included in Table 3 is the apparent pore volume determined on the

basis of internally adsorbed water. The average pore space thus deter-

mined is about 457° less in ring 42 relative to ring 45.

X-radiographs of the cross sectional pieces also show significant

differences between rings 42 and 45. Photos from three ring-42 segments

are shown in Figure 8_ and from three ring-45 segments in Figure I0.

Respective interpretive schematics of texture and density features are

given by Figures 9 and 11. The ply of the carbon cloth in ring 42 has

a modest concave curvature. An estimate of the radius of curvature is

about 20 inches. The concave curvature of the ply in ring 45 is more

severe, with an estimated radius of curvature of about 15 inches. The

curvature in ring 42 is fairly uniform from top to bottom of the cross

section_ but in ring 45 it appears to be most severe at the top and only

slight at the bottom. This curvature violates the ply orientation speci-

fications of the ring design. Bands of density difference parallel to

the lay of the ply also exist. The differences are much greater in ring

45 than in 42. The overall density of 42 is greater than that of ring

45. In addition, irregular lenses of minlmumdensity are observed to

be distributed randomly along the lay of the carbon cloth ply. They

occur in both rings, but appear to be more pronounced in ring 42. The

minimum density lenses may represent gas filled voids. If soo post cur-

ing will probably devolatilize them but may not remove them.

This is as far as the work has progressed at the writing of this

report.
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CONCLUSIONS AND RECOMMENDATIONS

Work performed iu LL_=............._v_.o= v_= +_..._.--°h'ay..... h,_ shown that 404

rings are not homogeneous internally_ and that their internal struc-

ture varies from ring to ring, at least to the degree exhibited by

rings 42 and 45.

Thermal data suggest that ring 42 is more cured than ring 45.

Weight data suggest that ring 42 is less porous than 45, and combined

with evidence given by the x-radiographs suggests that 42 contains

more phenolic than 45 and that it is more uniformly distributed.

The lenses of minimum density shown by the x-radiographs may be

gas-filled voids. If so, they maybe the primary cause of pockets

of erosion. Post curing_ in view of the weight loss observed from

thermogravimetric tests, should tend to devolatilize such lenses.

However, it must be stressed that the interpretation given here of

the observed radiographic density differences reflects speculation.

An experimental effort is recommended to determine the actual cause

of the differences. This most likely can be readily achieved by a

microscopic study of optical thin sectiorsof the ring material.

The observed bands of density va_iatlon .... 11_I *_ eh_ r,_bon

cloth ply and the curvature of the ply indicate that the present

--^A.._+___. method of the 404 ring requires correction.
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FIGURE I.

CROSS SECTIONAL SAMPLING SCHEMATIC FOR

FOUR APPROXIMATE 45 ° SEGMENTS FROM EACH

OF TWO MORTON THI0_DL PRCOUCTION 404

RINGS FOR THE SPACE SHUTTLE SOLID

ROCKET MOTOR NOZZLE

SEGMENT A

D

RING NO. 42
B

SEGMENT E

H F

H=ALL

RESERVED

G

HAlF

RESERVED

FIVE CROSS SECTIONAL PIECES ABOUT I.I INCHES THICK (SEE UPPER

RIGHT CORNER) WERE CUT FROM EACH END OF SEGMENTS A,B,D,E & G,

AND FROM ONE END OF SEGMENTS C & F. ALTERNATE CROSS SECTIONS

WILL BE RETAINED AS CONTROL SFECI_NS.
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FIGURE2.
LAYOUT FOR _EST PIECE EXTRACTIONS FROM 404 RING CROSS SECTIONS

INSIDE

DIO

I

X --

NOZZLE Z

INLET I

END

A3

I Jdr'l I

I'1-_- I
L_2J

A _

D
l u;_ l

I D31
t !

I % 1

JI BI A 1

t

NOZZLE ITHROAT
END

Z

OUTSIDE

J X

\
FIBERGLASS

OUTER

SHEATH

A = CROSS PLY TENSILE TESTS

B = DOUBLE NOTCH SHEAR TESTS

C = SHORT SEAM SHEAR TESTS

D = TGA, DS_, OPTE & MISC. TESTS

X,YpZ CROSS SECTION PIECE DIMENSIONS
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SEGmNT A 

SEGPENT D 

ORBGIINAL PACE 1s 
OF POOR QUALITY 

SEGFENT B 

Figure 8 .  CROSS SECTIONAL CATISCAN X-WLDIOGRAPH OF RING SEGMENTS A, B AND 
D FROY 404 REJG NUti'BER 4.2, 
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LEsSBR

DENSITY

HIGI_R

DENSITY

L ED_G_ SPADOWS _ INSTRUMBNTAL ARTIFACTS *

FiB9 DENSITY VARIATIONS AND cARBON FABRIG RADIUS CF cURVATUP_ ARE T_SS SEVBRE

IN A04 RING NUMBER 42 SHOWN HERB TI_LN IN RING NICK 45 (SEE FIG. tO ).
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SEGMENT E 

SEGMENT 
G 

F igu re  10. CROSS SECTIONAL CAT-SCAN X-RADIOGFUPHS OF’ REVG SEGMENTS E, F AND G 
FROM 4.04 R.mG NUMBER 45. 
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_[ 4o4 RING 45 i_
_ SEG_NT F | |

DENSITY _ • _ c_____---__

ETC

/

LENSES OF I

LO_ST •

DENSITY
POSSIBLY

VOIDS.

Fig. lITHE RADIUS CF CURVATURE OF THE CARBON FIBER FABRIC IN THE UPPER HALF

IS ABOUT 15 INCHES. IT LIES ALMOST FLAT IN THE LOWER THIRD.
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TABLEI. Measurementsin inches of the height, cross sectional width,
-_d _-_ thickness of test sections cut from 45 ° segments of

404 rings #42 and #45.

Ring #42 Cross

segments _* section* Thickness*

A-I 6.769 3.806 1.130

A-2 6.770 3,802 i. 105

A-3 6.765 3.806 I.139

A-4 6.767 3.807 1.098

B-5 6.758 3.807 1.175
B-6 6.771 3.8O6 1.130
B-7 6.764 3.809 1.103
m-8 6.761 3.805 1.123

C-I 6.770 3.791 1.155

C-2 6.761 3.790 1.129

•' _ 6.77O 3.799 1.148AJ'm.2

D-4 6.766 3.797 1.136

D-5 6.772 3.801 1.090

D-6 6.774 3.804 !_I!7

Ring #45

segments

E-7 6.775 3.771 1.163

E-8 6.779 3.772 1.155

E-9 6.770 3.775 1.120

E-10 6,769 3.774 1.150

F-3 6.765 3.777 I.090

F-4 6,755 3,775 1,102

C,-5 6.769 3,776 1.194

G-6 6.764 3,774 1.133

G-7 6.764 3.777 1.125

G-8 6,765 3.776 1,139

The above values are the average of three measurements each. Limits

of variation were + .001. Measurements have been made with a vernier
un

caliper against fiduciary marks enscribed upon the specimen. They

were made for the purpose of monitoring dimensional changes that

might be caused by post cure thermal treatment. See Figure 2,
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TABLE 2. Percent weight loss and average rate of weight loss data

for 404 ring material obtained from approximate 20 milli-

gram samples using a Dupont %hermogravimetric analyzer. _

Ring #42 Average weight % loss Average weight loss

segments from 75° to 3_0 ° F rate over 75° to 350°F

A-3 1.38 0.0042 wt.%/oF

C-2 1.48 0.0046

D-5 1,20 0.0037

D-6 I.I0 0.0034

• J .......

Ring #42 av. 1.29 0.004

E-9 1.90 0.0058

E-IO 1.90 0.0059

F-3 2.20 0.0068

F-J+ 2.60 0.0080

C.-8 2.7O 0.0083

l l , l l ....

Ring #45 av. 2,26 0.007

* See Figures 3 and 4 for representative weight loss versus

temperature curves.
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TABLE 3. Dry weights, water saturated weights, and a relative volume

of permeable pore space of cross sectional test sections of
AOd rln_s #42 and #45.

Ring #42

segments Dry weight (gr) Wet weight (gr) Pore space (cc)

A-I 737.22 738.74 1.52

A-2 720.37 721.78 1.41

A-3 740.15 741.70 1.55

A-4 711.28 -- * --

B-5 750.35 751.83 1.48

B-6 733.41 734.83 1.42

B-7 716.45 717.91 1.46

B-8 726.30 -- --

C-I 751.12 _ _

C'2 713.78 715.27 1.49

D-3 747.34 748.86

_-/'__ 734.41 735.95

D-5 715.28 -

D-6 724.99 726.47

Ring #45

segment@

1.52

i.54

1. 8

av. I.49

E-7 736.81 -- -

E-8 731.86 734.20 2.33

E-9 724.40 726.50 2.09

E-10 727.52 - --

F-3 702.87 -

F'4 699.02 701.03 i.82

G-5 759.02 761.19 2.16

G-6 719.60 - -

G-7 720.62 722.78 2.15

G-8 706.75 709.06 2.30.

av. 2.14

* One third of the specimens were not humidified (48 hrs at I00 ° F

and 85 % relative humidity) in case such exposure proved to be

deleterious to the material properties.
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AN EVALUATION OF THE
DOCUMENTEDREQUIREMENTSOF THE SSP UIL

ANDA REVIEW OF COMMERCIALSOFTWAREPACKAGES
FOR THE DEVELOPMENTAND TESTING OF UIL PROTOTYPES

BY

Esther Naomi Gill, Ed.D.
Associate Professor of Computer Science

Oakwood College
Huntsville, AL 35896

ABSTRACT

This study will report the progress toward the development

of the User Interface Language (UIL) for the NASA Space
Station.

First, an examination was made of each Center's role in

this development; namely, Goddard Space Flight Center (GSFC),

Johnson Space Center (JSC), Kennedy Space Center (KSC), and
Marshall Space Flight Center (MSFC).

Secondly, a review was conducted of software packages cur-

rently on the market which might be integrated with the

interface language and aid in reaching the objectives of

customization, standardization, transparency, reliability,

maintainability, language substitutions, expandability,

portability, flexibility; and recommendations are given for

best choices in hardware and software acquisition for in-

house testing of these possible integrations.

Finally, software acquisition in the line of tools to

aid expert-system development and/or novice program develop-

ment, artificial intelligent voice technology and touch

screen or joystick or mouse utilization as well as networking

were recommended. Other recommendations concerned using the
language Ada for the UIL shell because of its high level of

standardization, structure, and ability to accept & execute

programs written in other programming languages, its DOD

ownership and control (already written and owned by US

Government), and keeping the user interface language

_R!_--(something that is truly USER FRIENDLY) so that
multiples of users (both national and international) will

find the commercialization of space (at non-prohibitive

costs) within their realm of possibility which is, after all,
the purpose of the Space Station.
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5.0 INTRODUCTION

5.1 PURPOSE STATEMENT

While the U.S. Space Program is recovering from the

shock of the Challenger accident, life and the challenge of a

permanently based, manned Space Station go on. NASA likewise

can, will, and must lick its wounds, overcome its difficul-

ties, face its critics, surmount its obstacles, learn from

its mistakes and proceed with cautious optimism and expertise

to meet this challenging goal in the next decade. A part of

this goal, which is the purpose of this paper, includes

the development of a Space Station common module User

Interface Language (UIL) that is effective and efficient.

Some words to NASA leaders would be to hang in there and

see what the end will be--don't give up the ship! A team

doesn't need to finish the ball game with a new manager, a

relief pitcher, and all pinch hitters--th_t_s like going to

the locker room before the inning is over, throwing in the

towel, starting from scratch when you're ahead in the game,

abandoning ship when there's no danger of it sinking. Once

you've made the team and are in the game, you have to play

until the game is over; and unless you're thrown out, you

don't have the option to quit.

5.2 STATUS

The development of the SS offers NASA a chance both to

advance the technology of automation and robotics and to put

that technology to use. It was at this point that the wand

was picked up and a progress report and evaluation of NASA's

SS software UIL development, and operational activities were

made.

Finally a review of existing (commercial) and/or created

(off-the-shelf) software packages were discussed in the light

of the possibility of integrating their technology for

analysts and programmers productivity increases, purchasing

feasibility, and checking out various UILs. The UIL will

support software development, onboard and ground operations,

tests and diagnostics, and a family of languages (Assembly,

COBOL, FORTRAN, BASIC, C, Forth, Pascal, Ada, etc.). It will

be device independent and transparent (friendly) to the user.
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5.3 USERS

Interface users have been described as being

requirement/specificati°n engineers

software designers

coding and testing engineers

maintenance engineers

experi reenters

managers
crews (astronauts, science,

control )

payload operators
application customers

developers

These users

operations as:

flight control &

will be using the UIL to support

ground

such SS

Performing, Planning and Scheduling
Interacting with Real-Time Module/Payload Satellite Processes

Performing In-orbit Checkout, Repair and Servicing
Controlling and Monitoring Space Environmental Control and

Life Cycle Support System (ECLSS)

Communicating with Other Languages

Detecting and Diagnosing Equipment Malfunctions
Interacting with Configuration Management Malfunctions

Monitoring On-going Systems and Making Adjustments or
Trouble-shooting Where Needed

Examining and Updating Databases
Monitoring and Reporting Observations
Interacting and Communicating with Ground Systems

Interpreting, Recording and Presenting of Data

Communicating with Payloads
Forecasting Potential Conditions and Making Contingency

Analyses
Validating Systems Performance
Creating and Describing Graphic Displays

Examining Programs' Performance

Monitoring User's Use of UIL
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6.0 NASA CENTERSSS UIL RESPONSIBILITY AND ACTIVITY

The operations perspective and requirements responsibili-
ties for the UIL were divided among three NASA Centers:
Goddard Space Flight Center (GSFC) - Scientific Community,
Commercial Customers and Customer Data and Operations Lan-
guage (CDOL), Johnson Space Center (JSC) - Mission Control
and Crew Operations and the compilation of the requirements
from the three centers to form the User Interface Language
(UIL), Kennedy Space Center (KSC) - System Integration and
Test Function Support and Space Station Operating Language
(SSOL). Marshall Space Flight Center (MSFC) - Aid Software
Development and Operational Support Activities. Ground
Operations and Support will be a joint-Center effort.

A review of each Center's effort follows with the idea

of recognizing similarities and differences and attempting to

determine to what degree each is or is not important to the

successful development of the SS UIL:

6.1 GODDARD SPACE FLIGHT CENTER (GSFC) -SCIENTIFIC COMMUNITY

AND COMMERCIAL CUSTOMERS

Goddard Space Flight Center (GSFC) described the

requirements for Commercial Customers via the Customer Data

and Operations Language (CDOL). This language provides

access to support functions required by both internal and

external SS operators, commercial customers, science

researchers, science operators, mission operators, test and

Integration engineers, scheduling, and flight controllers,

etc.

Some services related to payload development, test,

integration scheduling operations are made available by CDOL
to both internal and external users.

CDOL is a user-oriented, easy-to-use, standardized

interface to the non-mission-unique ground functions provided

by the Customer Data and Operations System (CDOS). CDOL

represents the platform, and payload operations perspective

of the Space Station User Interface Language (SS UIL). CDOL

is either equivalent to UIL or is a proper subset of UIL.

UIL provides the standard access to all Space Station Infor-
mation System (SSIS) services and facilities including CDOS,

onboard Data Management System (DMS), and Science Application

Information System (SAIS) segments.
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CDOL represents one of the three operations perspectives for
which user interface requirements have been defined. The

requirements associated with these varied operations perspec-

tives will be integrated to form the requirements for the
NASA-wide UI language.

The requirements definition effort of the Customer Data

and Operations Language lead by GSFC include payload and

platform operations and payload test support.

The goal of CDOS is to support user and customer needs

in all phases of mission planning_ scheduling, and opera-

tions. CDOL supports the following modes of operation: Imme-

diate execution, background execution_ and batch execution.

The major functions provided by CDOS are planning and

scheduling of platform and payload activity, real-time

monitoring, control and verification for platform and

payloads, access to data management services in support of

platforms_ payloads, and customer applications_ system

integration, test_ simulation, and training support and

platform and payload operations support. These functions

will be provided and/or supported by a variety of support

services (including SSIS services, user applications

software, operating systems_ and database management systems
(DBMS) which execute at various locations in a distributed

processing environment.

CDOL provides the user interface to the mission planning_

scheduling, operations and data handling capabilities pro-

posed by CDOS. CDOL provides the mechanism for user access

to both local and distributed support services.

The availability of sophisticated_ low-cost terminals_

personal computers_ and workstations argues strongly that

several_ widely availablep common configurations should be

chosen as a basis for the initial core and operations CDOL
tel eases.

CDOL General Requirements:

1. CDOL must provide a standarized user interface to payload

platform operations and data analysis functions provided
by CDOS.

2. CDOL shall be responsible for limited validation of user
inputs.

Command Procedure Requirements: CDOL shall support

1. the definition of structured command procedures.

2. the creation of libraries of frequently used
procedures.

command
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Language Element Requirements:

1. The language shall provide a mechanism for assigning
values to variables.

2_ Th_ lanouaae shall provide a branching or selection
control mechanism.

3. The language shall provide an iteration control (looping)
mechanism.

4• The language shall provide ÷or command procedure activa-
tion or suspension at a user-specified time or after a
specified time interval.

Human-Machine Requirements:

Interactive Dialog Style

1. The language shall support advisory, warning, and alarm
messages that alert the user to problems.

2. The system feedback message shall utilize various visual
display attributes actuated by system or user-defined.

3. The language shall support HELP messages in support of
all defined alert messages.

User Assistance:

• Three levels of HELP shall be available on the basis of

user experience level_ very concise assistance (for ex-

perts), brief assistance (for intermediate users), and
extended assistance (for novices).

Optional Capabilities:

I •

m

Depending on availability of appropriate workstation

support and on the so÷tware system chosen to _port

g_o_ _C_, there are a variety of optional

capabilities that should be provided via the CDOL inter-

face to graphics services_ such as, window outlining; low

resolution color graphics, high resolution bit-mapped

graphics; icons; and a variety of character attributes,

fonts, and styles•

To the degree provided by CDOS, and as authorized by

local management, CDOL should permit full interaction
with Electronic Mail functions.

6.2 JOHNSON SPACE CENTER (JSC) - MISSION CONTROL AND

OPERATIONS

CREW

The Tri-Center Committee focused on a command and

control language (UIL) having keywords, arguments, syntax,

rules, conditional statements, etc. Other groups have
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focused on I/O devices (e.g., keyboards_ cathode ray Tube,
mouse, or touch screen) and the human factors involved that

allow the user to interface with the computer in an efficient

manner. All of these considerations are important in
building a good user interface_ which is really user-machine
communications. JSC was also responsible for crew

interfaces, and putting together data from other centers and
writing the final UIL.

The user interface language (UIL) crew and

control operations support; requirements definition
was led by JSC.

mission

effort

The real requirements have to do with making it easy to

do the job, so that interfacing with the computer is not

another difficult task that has to be conquered. The goal
then is to have a standard user interface where similar

functions should be done in similar ways across all applica-
tions and system services.

There will be a SSIS (Space Station Information System)
software service called the User Interface (UI) which will

interpret human inputs and route them to the appropriate

application/service to be performed and will interpret appli-
cation/outputs and present them in an understandable form to

the human user. The User Interface forms a shell around the
SSIS and its services.

The user interface provides the means whereby the user

can effectively and efficiently communicate with a supporting

computer system. The interface consists of three parts: UIL

defined syntax and semantics; man-machine interface (MMI)

techniques; and a set of supporting services for the language

and interf_co techniques. Associated with these three parts

are standards, guidelines and managerial constraints.

UIL syntactic and semantic definitions specify the
characters, words and structures used for communication

between users and computer system. It permits the users to

precisely and concisely define their processes in the
terminology that is best suited to their job.

The UIL is required for the following reasons:
familiarity, documentation (self-documenting or readable

languages provide records of instructions that are easy to

understand and maintain), portability of procedures and

command sequences (a common UIL supported at all or most SS

program sites--a solution to the portability problem), and

commonality. As long as the diverse, specific needs of
various users can be translated into a common UIL syntax and
command structure, this level of standardization can be met.
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Users can select the interactive method (menus,

graphics, etc.) that best meet their needs.

commands,

Standards:

When coordination and transfer of information between

user groups occurs, then standardization of the language is

clearly needed. However, when language statements support

needs that are unique to a particular group of users or

specific function, standards that guide the language subsets

may be useful.

Another reason for standardization that involves UIL is

the concept of the format for recording (or logging) the

user's actions that were specified through other MMI techni-

ques--language becomes a readable "history" of choices and

selections made by the user.

Capabilities--The basic capabilities that the UIL needs

to support are Systems Operations, Simulations, and Queries.

Execution Modes--Several modes of operation for the UIL

are Batch (the process of requesting processing for a

sequence of statements and awaiting the results); the other

operating modes apply to an Interactive Environment or a

dialog between man and machine (is most useful for systems

operations and quary capabilities); and predefined sequences

(in this case, the user has the ability to interface to the

sequence through the UIL, and predefined sequences could be

partially processed ahead of time).

Man-Machine Interface Techniques--MMI techniques refer

to the different methods and devices that can be used for the

machine (computer system) to present (output> information to

the users, and for the users to present (input) information

(data and commands) to the machine. Regardless of the MMI

technique chosen to interface by the user, all information

presented to the user must be clear, concise, and precise.

The reason for having a wide variety of MMI techniques

(displays, Texts, Graphics, Menus, Forms, Prompts/Responses)

is to provide the users with (the natural language, voice

recognition/actuation, interface devices; such as, lights and

alarms, buttons, programmable keys; pointing devices; such

as, mice, joystsicks, trackballs, touch screens, light pens,

and cursor keys; and hardcopy devices; such as, printers,

plotters, and cameras) their choice for most effective and

efficient interaction with each system function.

The following list specifies the currently identified

requirements criteria for the SSIS user interface:
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1. Provide all users with a friendly, automated, easy-to-use

means of accomplishing the functions of developing, test-
ing, operating, managing, and maintaining the various
elements of the SSP.

2. Support all users regardless of their level of expertise.
3. Place support of the users' performance with respect to

speed, accuracy, and ease of use above ease of implemen-
tation considerations.

4. Meet the objectives of upgradeability, maintainability,

readability, writeability, and learnability.

5. Be easily managed, maintained and transported to the

users' site with the assurance of function repeatability

and no degradation of system integrity.
6. Be independent of the host and target computer system.

7. Easily accommodate growth and technological advances with

minimal or no impact on the user or the interface pro-
ducts developed by the user.

8. Not preclude other languages and systems from co-existing
with it.

9. Be standardized as well as all of its lower-level inter-

faces to SSIS applications and data.
10. Be common across all elements of the SSIS.

6.3 KENNEDY SPACE CENTER (KSC)--UTILIZE !_E _!L AS AN
INTEGRATION_ !_!_ AND LAUNCH TOOL

The systems integration and test function support

requirements definition effort was led by Kennedy Space

Center (KSC). The Space Station Operating Language (SSOL) is

an automated environment, where SS Integration and Test
(I&T) activities can be designed, developed, tested, and

performed. The SSOL will be responsive to users, independent
of their, location and it will promote standardization and

transportability of user developed procedures from site to

site, capitalizing on the functional commonality of the I&T

activities at these sites. SSOL system will take full
advantage of advances in the state-of-the-art in both

software and hardware development. Advances in the user

friendliness of commercial real-time operating systems, data

base management systems, supporting software development

tools, processing speed, and memory capacity are only a few

of the anticipated technological improvements which may
enhance the SSOL system.

KSC logically derived and established a set of require-

ments and concepts! the acceptance, design, and

implementation of the same will result in the development of
an evolutionary user environment in which a diversified user

group may accomplish all phases of Space Station I&T.
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The requirements provide a functional description of the
SSOL System that can be applied or adapted to any computer
system architecture. The concepts and requirements are pre-
sented in three basic parts: the SSOL System; the SSOL
Language; ana _he _uL _uppurL Environment.

The SSOL System provides the Space Station I&T community
with a consistent, automated, user-friendly means to accom-
plish integration and testing activities. It supports all
phases of I&T activities from factory through launch, and on-
orbit, maintaining system integrity and ensuring test repeat-

ability at all I&T sites. The SSOL System is designed to meet
the objectives of readability, writeability, learnability,

maintainability, transportability, and standardization.

The SSOL coexists with other Space Station application

software. Standard interfaces allow other Space Station

software to access and make use of the SSOL System, and the

test products developed on the SSOL System. These standard

interfaces also permit the SSOL System and test products to

access and make use of other Space Station software and data.

The SSOL System consists of two parts, the SSOL language

and the SSOL Support Environment (SSOL SE). The SSOL

Language provides the means for user communication and

control of his test articles, support equipment and real-time

computer systems. The SSOL SE provides the environment which

supports the use of the SSOL language, allowing the users to

develop, verify and perform their I&T activities.

The SSOL System provides a consistent, friendly user

interface to its Support Environment functions. The primary

purpose of the Support Environment is to allow the I&T users

to develop and verify their own "user interface" to the Test

System for the performance of their specific test activities.

The SSOL System maintains commonality between the user
interfaces to the SE functions and the user developed

interfaces to the Test System. The basic capabilities

provided by the SE user interface can be applied to the

interface developed by the user. These capabilities include

interactive graphic displays, menus, prompts, and an

interfacing/command language. The language used to interface

to the SSOL SE functions is, in essence, the User Interface

Language (UIL). The language that interfaces with the Test

System is the SSOL language.

The SSOL language is an English-oriented, user-friendly

tool, that establishes standard terminology and methods for
the performance of I&T activities for the Space Station. The

use of a standard I&T language ensures a common set of I&T

capabilities independent of specific implementation, test

articles, and host and target computer systems.
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The basic function of the SSOL language is to provide a
consistent interface for control and monitoring of the Test
System.

The SSOL SE provides the users with an integrated,
automated environment to design, develop, maintain, and
execute their test products, including the SSOL proce-
dures/statements. In addition the SSOL language, the user
can create graphic displays for his interface to the Test
System. These displays have the potential to provide
friendly, easy-to-understand interfaces. They can be used to
initiate action, provide response data, monitor the Test

System, interact with SSOL procedures, and provide operator
notification of critical conditions.

SSOL SYSTEM CONCEPTUAL REQUIREMENTS

The conceptual requirements for the SSOL System provide
a set of goals or objectives for which the eventual

implementation of the SSOL System should strive. The

conceptual requirements will provide a qualitative means of

judging system implementation effectiveness:

i. The SSOL System shall be user-friendly, in all aspects.
2. The SSOL System shall strive to meet the objectives of

readability, writeability, learnability, and maintain-

ability in all aspects, with emphasis placed in areas o÷
user interfaces.

3. The SSOL System shall provide an automated environment

in which SS I&T activities can be designed, developed,

tested_ and performed.

4. The SSOL System shall effectively & efficiently support

I&T activities from factory test through on-orbit.

5. The SSOL System shall support I&T users in their environ-

ments with no degradation of system integrity and with

the assurance of test repeatability.

6. The SSOL System shall be host, target, and Test System

independent, allowing the SSOL System to be easily
transported from site to site.

7. The SSOL System shall be designed to produce SSOL

products that are easily transported from site to site.

8. The SSOL System design and implementation shall be
configuration manageable

9. The SSOL System shall be designed to easily accommodate
technological changes and advances with minimal or no

impact on existing SSOL products and on itself.

10. The SSOL System design shall incorporate functional
modularity to allow subsets of the SSOL and/or SSOL SE
to be used.

11. The SSOL System and its interfaces shall be standardized.
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12. The SSOL System shall not preclude other systemsp
languages, or software utilities from co-existing or in-
terfacing with the SSOL System and SSOL products.

The basic ÷unction of the SSOL language is to provide a
means of communication and control within the framework of
I&T. The I&T users need not be highly skilled in computer
systems programmming techniques, but will have the capability
to perform I&T ÷unctions using familiar terminology and
uniform test notations.

The SSOL is adaptable to the I&T users' environments
ranging from development testing to integrated systems
testing. It is technically capable of performing the I&T
functions required by the various user disciplines,
including (but not limited to):

Command and monitoring
Data sampling
Data comparison
Data manipulation

Data organization
Data presentation
Data recording
Time controlled events

Workstation interaction
Communications with otherslanguages
Communications betweem procedures
Test article identification
Exceptions processing

The language will maintain a functional modularity enab-
ling efficient, easy upgrades and modifications, the SSOL
qualities of readability, learnability, changeability, and
writeability allow the language to be self-documenting.
These are key features in achieving reduced I&T life cycle
costs and a high degree of user-friendliness.

The SSOL will support interfaces to other languages or
routines. This will make available to any user, the capabi-
lities of any language supported by the SSOL SE. This will
enable a user who desires to use other programming environ-
ments, or who desires to program in languages like LISP,
PASCAL, Ada, or Assembly language to access the capabilities
of that environment.

6.4 MARSHALL SPACE FLIGHT CENTER (MSFC)--SOFTWARE DEVELOP-

MENT AND OPERATIONAL SUPPORT

NASA/MSFC Information and Electronics Systems

Laboratory, Software and Data Management Division, Systems

Software Branch reviewed all the specifications and

requirements documents of GSFC, JSC, and KSC and raised

questions needing answers and made comments and
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recommendations. They also held an open forum in which some
300 plus software vendors, prime contractors, MSFC, GSFC,
NASA Headquarters, JSC, KSC, LeRC, and foreign participants
from Canada, Japan, the Netherlands, ESA, and ESTEC were in
attendance entitled, "Space Station Software Recommendations
(April 25, 1985)."

Some recommendations of note which came out of that
meeting were:

1. Using existing (inherited) software as an alterna-
tive to a totally new development.

2. Developing policies and procedures to accommodate
modern, appropriate software development methodology.

3. Developing policies and procedures for the
acquisition of software rather than the development
of software.

4. Developing policies and procedures for insuring non-
loss of software and continuous operations due to
inadvertent and/or catastrophic loss of operational
or support hardware.

UIL is a set of signs and symbols whereby a user
communicates with a system (universal). It is a formal
language consciously constructed for definite and restricted
purposes (functional). The SS UIL will consist of the user
interface standard and a family of UILs built around that
standard.

According to Peter Prun, the UIL is an English-like,
user-friendly tool used to communicate with and control the
Space Station Environment. The UIL selected must provide a
standard interface to the various computerized functions of
the Space Station. The language will be a user-oriented,
high-level language using English-like commands. It will be
a tool by which a user will communicate with and control
his environ in a simple manner without being skilled in
programming techniques.

Commonalit_ - UIL supports standardization of user
interface to multiple subsystems. It will provide a common
and consistent user interface throughout all stages of tests
and operations both on ground and in-orbit.

_ Friendliness - UIL will be user friendly in all
man-machine interfaces. UIL will be a high-order language
requiring little skill in programming techniques and will be
straight-_orward, English-like commands.

Reduce Life C_c_e Costs - In order to minimize costs in
time and resources, the UIL will make use of the similarity
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of operations requirements at different stages of test, inte-

gration, and operations. It will reduce costs by meeting

the goals mentioned in the UIL purposes.

_r+_h_l_+v - The UIL should be easily transoorted to

different computer systems and locations assuring consistency

and independence from system hardware and also assure system

integrity.

Maintenance - The UIL should be easily maintained

throughout its like cycle and provide a toolset to assist in

maintaining its products and interfaces.

Flexibilit_ - The UIL should be adaptable to growth in

capability and new technology, it should meet the needs of

the users. It should be flexible enough to easily adapt to
different situations and user needs.

The language structure should support real-time command-

ing and monitoring in a simple manner as well as lead to

automation of many tasks. This would make it adaptable to

the user's environment from testing to operations. It should
provide a short form for real-time interactive control.

Functional modularity will allow language subsets and enable

eTTicient easy upgrades =,,d .,,_--_f__=__.._. .T+_...____,,=+__h=+=rh-.....
nically adequate in fulfilling the requirements of users. The

language should provide meaningful, accurate, and easy-to-

understand communication between the user and the subsystem.

Characteristics - The user must be able to interrogate
the system to obtain answers, to monitor the system to deter-

mine performance, to create, modify and interact with graphic

displays, to obtain readouts, to indicate status and diagnose

failures, to examine databases for updates, retrieval, and
management, to exert manual control over applications for

real-time management or for overriding system software.

The UIL will provide an extensive control and monitor

capability which will interact with space station's systems,

payloads, and platforms both on the ground and in-orbit. The

UIL will have the capability to communicate with other

processes as well as concurrent processing. It should have

the ability to handle real-time functions in an efficient,

simple manner. This includes fault and warning detection and

handling. The UIL should support individual commanding of SS

systems, payloads, and platforms. It should also provide a

multifunction scan with error reporting capabilities.

It should allow simultaneous viewing of displays. It

should perform distributed protocal data handling, control

and display functions.
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The language must provide a flexible data storage
analysis, retrieval, manipulation, and recording capability.
It should provide capability task control such as initiation,
termination, suspension, and resumption.

The UIL should provide an interface to:

--minimal operator attendance
--software development tools
--free/flexible access to Resources

--program generation and debug

--minimul skill requirements

--health and status monitoring

--visual imaging for

proximity operations

--payloads
--audio devices

--electronic mail

--models/simulations

--subsystem performance and trend data --other languages

--network operating systsem --display graphics
--high level of information --common databases

The language implementation should stress ease of use.

UIL should provide an easy interactive mechanism for entry of
commands. It should make use of menus techniques, function

keys, icons, mouse, track balls, and other manual computer

devices or techniques. It should make good use of graphic
displays.

The UIL should support different levels of interaction

to accommodate infrequent users as well as skilled users. It

should use menus for tutored input and also allow command

inputs for fast, efficient communication needed for r_ i_

time applications. The UIL should support two modes of

operation, interactive and precompiled and linked programs.

The UIL should support a comprehensive "HELP" system

giving multiple levels of user self help for all software

processes and combinations of software processes. The UIL

should support automatic error exception/fault detection

notification and processing for Space Station System.

Definitions - A User Interface Language is a language

that is invoked to communicate with various processes on a

computer. It contains a set of command words, the rules for

combining them (syntax), and their meaning (semantics).

_o_al Form - Imperative statement, conditional prefix,
direct object, prepositional phrase.

S_ntax of a UIL Statement - Contains at most 4 terms:

COND (Conditional Term) - IF/THEN.

CMD (Command Term) - VERB

ELEM (Element Term) - Direct Object

ARG (Argument Term) - Prepositional Phrase

XIX-14



--May be invoked at any time
--May be embedded in user definitions

Input Capabilit_

--keyboard
--Touchscreen

The user inter÷ace is the set of system interfaces,
guidelines, tools, features, and the interface language that
support the user's ability to communicate with the processes.

Dr. Thomas Tu!!is and Glen Love in their writing
concerning SSP UIL gave a description of current work being
done in the human-computer interface field that appears to
have application to UIL and the Space Station.

M. Guillebeau, F. Nixon, S. Owens, and M. Ulehla
sponsored by Martin Marietta Denver Aerospace and prepared by
TRW System Development Division, Defense System Stoup, Hunts-
ville Operations describe MSFC UIL requirements perspective
and can be used as MSFC input to the NASA inter-Center UIL
specification activity.

UIL Tests--It was MSFC's inter-Center activity to:

--Evaluate Tools and Provide Experience
--Prepare UIL Prototype and Detail Requirements
--Share Lesson Learned from Space Lab Experience
--Describe Life Cycle Management Function
--Aid in Software Development
--Evaluate Documented Requirements
--Research Commercial Packages for Possible UI Incorpor-

ation
--Act as Checkout Tool Facility

6.5 GROUNDOPERATIONSAND SUPPORT

Support for Ground Operations was a joint-Centers'
(GSFC, asc, KSC, and MSFC) effort. Therefore, my research
did not cover this phase although a couple of centers' views
on the subject have been included from my literature review.

6.6 NASA CENTERSSS UIL REQUIREMENTSACTIVITY & EVALUATION

With every center utilizing the objectives of:
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Portabilit_ - Hardware & Software independence which assures
consistency and integrity.

Maintainabil_t_ - Upkeep throughout life cycle.

Flexibilit_ - Easily
users' needs.

adapted to different situations and

Userfriendliness - High-level, English-like, transparent to

User, interface which works for different levels of interac-

tion (unskilled, semi-skilled, skilled users) and utilizes

(prompts, touch screens, mice, keyboards, function keys,

menus, etc.) for interactive, real-time or batch process-

ing. The terms readability, writeability, and learnability
which have been used by some centers as separate objectives

are synonymous with userfriendliness.

Commonalit_ - Standardization assures same

system for ground and in-orbit operations.

(consistent)

It is felt that if the common objectives (listed above)

are strictly adhered to, a consistent automated user-friendly
means of communicating with ground and in-orbit users and

crew members can be achieved within the time frame of the
Space Station launch (1992).

XlX-16



7.0 REVIEW AND IDENTITY OF UI
aVAILABLE TOOLS. SYSTEMSAND/OR LANGUAGES

7.1 MANAGEMENTTOOLS

Libraries have finally become su÷ficiently refined so
that few programmers can realistically object to them on
purely technical terms. The libraries save so much time and
effort that no software developer--excepting those working in
demanding environments--can afford to do without them. Some-
day they may even take on the traditional roles of 4GLs and
application generators.

Libraries of subroutines and functions that developers
can incorporate into their own products dramatically reduce
software development time and cost. There are two types of

programmers' tools sold today. The first, and by far the

most common, comprises source code libraries of subroutines

and functions that developers can incorporate into their own

software. The second is of programs that assist a developer

in the writing, management, and maintenance of code.

Vendors maintain collections of subroutines for jobs

such as screen handling, mathematical operations, database-

search methods, and graphics and string functions that

address common programming tasks. Developers can purchase

them in source code so that they can be modified and further

specialized to fit their particular application. Most source
code libraries are written in BASIC or C.

Phoenix Computer Products Corporation (PCP) markets a

broad line of programming tools in the microcomputer-based

MS-DOS world. Their current offerings include Pmate, a

programmer's editor; _C_Z_L, a C _og_am anal_ze_ for the _Z

RQ_ environment; Plink, a linking editor; Pf_, a high-level

debugger; and _D_, a program which allows user to inden-

tify inefficient areas of code. A particularly unusual

programmer's tool, Pfinish allows MS-DOS programmers to find

problem areas, not only in application programs, but also in

their compilers and operating systems. Polytron Corp.

markets a very broad line of programming aids; such as,

Pop,Make, which the company describes as "an intelligent

program builder and maintenance tool." Essentially, Eo_Mate

is an MS-DOS version of utility in the UNIX operating system

known as "make." If a programmer makes in one module of code

a change that requires other modules to be likewise modified,

Po_yMake will automatically go through the program and

update the files that have not been changed. It costs $99.
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Keyboards are the most commonly used devices for getting
data into and out of computers; however, there are some
easier-to-use devices that are catching on including mice,
trackballs, touchscreens, graphic tablets, touchpads and even
voice input devices. All of them appeal to a class of users
who may be intimidated by keyboards.

Pencept Inc.'s Penpad 320, for the IBM PC and compatible
systems, combines the capabilities of a keyboard, a mouse, a
touchpad, and a digitizing tablet in one device. Penpad
simplifies the production of business-presentation graphics
by permitting the drawing, coloring, labeling, and position-
ing of elements directly through the pad. Making
transparencies for business presentations is facilitated by
the ability to integrate text and labels into the graphics.
Application interfacing is available for LOTUS 1-2-3 and
templates. Interfaces for WordStarL dBaseII, and others are
under development. Penware software is also available. A
software tool kit provides the ability to customize the
_0_ for unique software and programming applications for
the IBM PC.

VOICE/SPEECH SYSTEMS

Voice recognition has been like the pretty girl everyone
admires but is afraid to ask out. However, with tremendous
price reductions, the influence of personal computers, and
the gathering interest of original-equipment manufacturers,

voice recognition is being "asked out" increasingly to manu-

facturing applications and sized up by the business software
and computer community.

The big change is price: Voice recognition, data-input

method similar to a keyboard or a mouse is inexpensive. A

few years ago, a voice-input device would run $10,000 or

more. Now new plug-in voice boards for the IBM PC go for as

little as $1,000, voice recognition chip sets are $100_ and

sophisticated algorithms go for $10 a copy.

Speech synthesis, a natural complement to voice recogni-

tion, completes the I/O loop. This technology has been

around for a while and is inexpensive enough for many firms
to justify its use. Voice vendors have begun to

incorporate the technology so that PCs input terminals, and

other devices can "listen" and "talk." Many of these

applications consist of the hands-and-eyes-busy scenario,

which vendors currently consider the mosts appropriate use
for voice. S_eechLink Access lets Lotus 1-2-3 receive vocal

commands, & an attendant program provides speech-synthesized
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prompts. Key Tronics' speech-recognition package, _!_2_,
includes a speech-recognition unit housed in a keyboard, a

noise-cancelling microphone, a footswitch, and vocabulary-

management software. The speech-recognition board has a 160-
werd voc_bularv. It is speaker dependent: The unit

recognizes the unique sound patterns of persons for which iL

is trained. Speech & key input can be performed concurrently.

The 5152V is compatible with the IBM PC and PC/XT.

7.2 SOFTWARE DEVELOPMENT TOOLS

7.2.1 4GLS

Fourth-generation languages are new languages different

and presumably better than their third-generation "cousins"

such as BASIC, COBOL, FORTRAN, or PL/1. According to Dr.

George Schussel, president of Digital Consulting Associates,

Inc., a fourth-generation language is a single, integrated

system development tool that offers 10:1 productivity

improvement over third-generation languages and has a kernal

(subset) which can be learned and used in two days.

An ideal 4GL supports both a procedural language and a

nonprocedural facility. Access to COBOL or other third-
generation facilities is an alternative to the self-contained

language.

The nonprocedural language allows the user to state his

or her needs in business or logical phrases, leaving creation
of code to meet those needs up to the language processor. A

screen-painting facility is characteristic of 4GLs, allowing

the user to create systems by defining the form, sequence and

content of input and output screens, and the storage of data

received through input screens. A word processing facility

should be part of a 4OL. Ideally such a facility should be

complete, but, minimally, it should be an editor.

Summing up the benefits of using a 4GL: Systems can be

built more quickly, systems work faster, program development

process speeded, and quality improvement, fine-tuned to

users' needs, and coding is logically the best.

7.2.1.1 End-User Tools

Developers who want to use traditional programming

languages; such as, COBOL, C, or BASIC, and want to control

much of the coding, but still want to reduce their own ef-

fort, can exploit the libraries of subroutines already on the

market. These subroutines involve window managers, terminal
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emulators, report generators, string manipulators,
communications functions, database-search software; and de-
vice, printer, screen, mouse, and terminal drivers. The
Programmer's Shop, a software-supply house that specializes
in tools, carries over lO0 versions in the MS-DOS environment
alone. So if developers want to minimize coding--or even do
no coding at all--they can exploit a host of fourth-genera-
tion languages (4GLS) and application generators that have
recently come on the scene. Informix-4GL and Accell make it
extremely easy either to link their UNIX-based DBMS with
other applications or to build new products on top of them.

One new wrinkle in the 4GL market is machine-specific
4GLs. Integrated-software developers working in the IBM
area, for example, can take advantage of such languages as
Mach 2 from Tominy, Inc. Capable of producing code for the
entire spectrum of IBM machines from mainframes to microcom-
puters, Math 2 uses an English-like structure, menus, and
forms-based visual programming. A similar product in the
Digital Equipment Corp. sphere is SmartStar from Signal
Technologies, Inc. In addition to performing some office-
automation functions, SmartStar contains a 4GL that allows
developers to link code in third-generation languages (3GLs),
such as, COBOLand C, with SmartStar applications into one
integrated product.

7.2.1.2 Productivity Gains

A 4GL can cut programming time by upwards of 90 per c_r_
but requires the developer to buy into somebody else_s pro-
duct. Tools can vastly reduce programming time and even make

for better products by allowing developers to incorporate

other vendor's standalone applications into their packages.

7.2.2 ARTIFICIAL INTELLIGENCE (AI)

Artificial Intelligence (AI) has been defined as the

computer program that is knowledge based (logically) rather

than digital in its handling of the data (numeric or text).
Several programming tasks could be written in AI structure

and format. These programs if they use knowledge and

reasoning techniques to solve problems which normally require

the abilities of human experts would be described as expert
systems.

The growth of this industry, however, has not made it

any easier to decide what to do about artificial intelligen-

ce. Basic questions--such as, what it is and what it's good
for--remain unanswered. One reason for such questions is that
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artificial-intelligence systems and conventional data
processing systems are dramatically different. Conventional
data processing solves problems by performing rote functions,

using unambiguous data presented according to a strick
format. On the other hand artificial intelligence, at least

in the theory, solves problems by applying a kind of

reasoning_ which can accommodate uncertainty and incomplete

information. It is conceivable that someday artificial intel-

ligence might be able to perform automatic programming, guide

intelligent robots, and allow machines to talk to people.

7.2.2.1 Expert Systems

Expert systems draw on a body of knowledge and make

decisions more or less like people do--using fragmentary

information, adjusting for uncertainty, applying informal
rules of thumb where no hard and fast formulas exist. They

store and use not only large amounts of data, but also

patterns, rules, and strategies that mimic human reasoning.

The working parts of an expert system are a knowledge

base and an inference "engine." The knowledge base stores

data, rules about how to deal with the data, and statements

about how they are related. The inference engine draws on

the knowledge base to come up with answers.

Teknowledge, Intellicorp, Carnegie Group, and Inference

all sell expert systems • expert-system development software.

7.2.2.1.1 Teknowledge

Teknowledge, Inc. of Palo Alto, California, is the

second-largest artificial intelligence software vendor. The

company sells two standard packages that allows users to

develop their own expert systems, but the bulk of its

business lies in using products itself to tailor systems for
individual customers.

Its packages are not written in LISP or PROLOG, the

languages used by most artificial-intelligence programmers,
but in the C language. That allows them to run on any UNIX-

based system which make it easier and less expensive to use

Teknowledge software_ compared with packages that can run

only on specified LISP or PROLOG machines.

The company's standard products are _!, which is used
by programming teams to develop large-scale systems, and _!,

which is used by individuals or small groups to develop small

systems. Teknowledge offers two versions of the software:

The "development environment: is used by programmers to write

expert systems. Once the system is developed, users can run
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it on a less-expensive version of the product, usually called
a "delivery system. "

7.2.2.1.1.1 _!--A development system for large
knowledge-based systems, is Teknowledge's premier product.
The first version, written in LISP, runs on LISP machines

from Xerox Corp. and Symbolics Corp., as well as on VAX
minicomputers from Digital Equipment Corp. equipped with

DEC's LISP compiler. Version 2, written in the C language,

runs under the UNIX operating system on the AT&T PC 7300,
the DEC MicroVAX, the NCR Corp. Tower 32, and workstations

from Sun Microsystems and Apollo Computer, Inc. Teknowledge

plans to offer versions that run on other large UNIX systems.
The price of the S. 1 package that is used to develop expert

systems ranges from $18,000 to $45,000, depending on the

quantity ordered. The package used to run the expert systems
after they have been developed costs from $1,500 to $9,000.

7.2.2.1.1._ _ M.1--Version___ 2 of M. 1 is written in C, runs

on the full IBM line of microcomputers and its clones. It

requires 512K bytes of memory and can store as many as 1,000

rules. The compiled C language produced by Version 2 runs

several times faster than Version 1, which produces inter-

preted programs in PROLOG. Teknowledge Inc. announced a

price cut in the form of a new package price for its existing
Quick Start products and services. The Quick Start package

consists of one copy of the firm's _! product for expert

systems development on personal computers, 10 copies of the

_! version that allows end users to run finished _! pro-
grams, and training and maintenance. The total cost of the

package is now $7,500 down from the $14,000 charged for the
separate items.

7.2.2.1.2 Intellico_ (KEE)

Intellicorp, in Mountain View, California, is the largest

of the four leading vendors of expert-systems software. Know-

ledge Engineering Environment, or _E_, introduced in 1983, is

an integrated package of software tools, which allows

programmers to develop expert systems without extensive

training in AI. It is based on L!_; applications developed

under KEE must run under it. Using only LISP restricts the

number of processors _EE runs on, most of KEE installations

run on computers from Symbolics, Inc. and Xerox Corp. The

price of the first KEE license is $30,000. Intellicorp won't

sell that license, however, unless the customer also buys a

minimum support package that costs $25,000. The package in-

cludes one year of customer support and product up-dates,

seven days training for two and four days on-site consulting.

7.2.2.1.3 Carneqie GrouQ_ !Q_ _ _Q_!_ California
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To sell more products, the Carnegie Group is porting its
software from LISP to the C language, which makes its
software products compatible with UNIX and IBM's RT Personal
Comput ers.

7.2.2. 1.3. 1 Language Craft--is a $25,000 package for

developing natural-language interfaces to expert systems,

data bases, operating systems, and applications.

7.2.2.1.3.2 Knowledge Craft--is designed for building

large, complex industrial expert systems. The $50,000 pack-

age "is very rich in knowledge representation, and the more
complex the knowledge base, the better the fit it is."

Both are written in Common LISP. They run on Symbolics Inc.

3600 processors, the Texas Instrument Inc. Explorer, and the
DEC VAXstation.

7.2.2.1.4 Inference _L (ART)

Inference Corp. located in Los Angeles, California is

the oldest of the major expert-system software vendors (Octo-

ber, 1979). Inference' s package, the Automated Reasoning

Tool _B_I_, is the fastest, best integrated product on the

market. The $65,000 package was developed from scratch which

is why it is the only major expert-system development

software that includes a knowledge-base compiler. G_! has

the most powerful "inference engine" of the leading products,

meaning that it can deal with its knowledge base in more

sophisticated ways. _I is written in _!_, so current users

run it primarily on computers from Symbolics, Inc., Xerox

Corp., LISP Machines Inc., and Texas Instrument Inc. That

will soon change, however. A version of 8_! written in the C

language will be available by the end of 1986 for the IBM RT
PC and the DEC VAX minicomputer. Along with the University

of Houston, Inference Corp. is working on a version of B_I

written in B_ which probably will be the first expert-system

development software available in that language.

7.2.2.2 ADA

B_ developed to the specifications of the Department of

Defense in the late 1970s for military and commercial appli-

cations may be the most standardized language in the world.

The Government has reserved all rights to B_ and to market

an B_ compiler that does not meet exacting Federal require-

ments is to risk prosecution under the law. As a result,

B_ is so standardized that binary code produced from one

company's compiler should look exactly the same as binary

code generated by another company's compiler.
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If Ada ever becomes a popular commercial language--and
Ada compilers for IBM PCs and compatibles have recently

appeared (You can't do large, serious expert systems on a PC

yet, but as PC memory grows toward 4 Mbytes, PC expert

systems are becomming more than toys)--it could land itself

in a library market larger than anything yet envisioned.

The ultimate objective of ariti_icial intelligence (AI)

software development is the embedment of AI capabilities in

target computing devices. Ada programming language appears
to be suitable as both a development and target language for
AI embedment.

7.3 USER INTERFACES

7.3.1 !_ (TRANSPORTABLE APPLICATIONS EXECUTIVE)

!_ was developed at Boddard Space Flight Center (GSFC)
to provide a standard interface to users for application

program control, data analysis, user interaction and

operating system services. It was developed for VAX under

VMS, VAX under UNIX, PDP 11 under RSX-11M, and Data General

under RDOS. Its interface modes are Menus, Command Mode, and

User Created Procedures. It appears to be an effective user

interface for infrequent as well as expert users. Its highly

portable (87% of code), supports system extendability, and

provides common interactive user interface to applications

programs. It does not have a graphics interface and is not in

use for real-time operations (some speed penalty) or Integra-

tion and Test which are primary user interface functions.

7.3.2 TEN/PLUS

An easy-to-use, easy-to-learn user interface, TEN/PLUS

supports editing, file manipulation, mail, and networking
functions. TEN/PLUS also can be extended to include new

applications as they are developed by virtually any vendor.

Interactive Systems Corp. has developed a family of products

that can build powerful networks connecting VMS-based

computer systems with UNIX- and PC DOS-based computers.

TEN/PLUS provides a consistent interface for computer

users. It aims at organizations seeking a standard, easy-to-

use environment that can run on different UNIX systems and on

various classes of computing equipment: personal computers,

multiuser microcomputers, minicomputers, and mainframes.

7.4 CASE (COMPUTER-AIDED SOFTWARE ENGINEERING)
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Vendors claim their products help bring order to the
process of designing software. The products help only in the
beginning of the software-development process; they automate
the designing of software. Actually, generating code and then

.... _........ _a.i ............... i.. --!_debugging _nu ,,,_i_#ainin§ _..... t_. _ ..... p_=MM,_g I=

still beyond their grasp. The widespread availability of the

personal computer (See illustration XIX-30) provided systems

analysts an economical machine that could provide easy-to-

learn, high-resolution graphics and fast response time, and

facile graphics capabilities. CASE software runs on !_

PC/XTs and B!_- The system offers pull-down menus, mice or

other graphics facilities that let system analysts design on

screens instead of with pencils and templates.

Users may look forward to the day when the CASE products

can add some AI. Having an embedded expert system on board

could help an analyst find his way--and perhaps eventually

enable a non-data processor to design and generate his own

system and resulting code. As it becomes more sophisticated,

CASE will be called upon to automate as much of the analyst's

and the programmer's job as possible.
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8.0 UIL REQUIREMENTSEVALUATION, ISSUES AND COMMENTS

Pre-existing Software--An important issue which remains
to be addressed is how commercial off-the-shelf products
(software) can be incorporated into the user interface.

_gO Review b_ Users--The users should have an
opportunity for hands-on testing of prototypes of key portions
of the UI. This would enable users to provide feedback to
the developers on the potential design problems before final
development and delivery of the product.

The complexities of the system hardware and
should be user transparent.

software

There is no other language so structured or standardized
and portable as Ada. Ada is capable of satisfying any
practical algorithmic requirements for AI applications at
speeds 10 to 200 times faster than the equivalent LISP
programs. Ad_ was developed to the specifications of the
Department of Defense in the late 1970s for military and
commercial applications, and the Government has reserved the
rights to Ada and its exacting requirements which must be
meet by all Ada compiler vendors.

Given the wide range of users and user functions, it may
be difficult to satisfy adequately all users and their
functions with one language that still meets the objectives
of being easy to learn and easy to use. All of the language
requirements noted by the three NASA Centers are oriented
toward making the language intuitive, readable, writeable,
learnable, easy to use, easy to remember, system independent,
adaptable to future SSP growth and expansion, and flexible.
These features are intended to reduce the cognitive load on
the users, allowing them to concentrate on their particular
applications, and not on the details of interfacing with the
system.

Therefore, for these reasons, this researcher highly

recommends the use of Ada (the "Sleeping Beauty") to write

the UIL with off-the-shelf software packages integrated where

feasible and to have users access applications through user-

friendly menus and/or touch screens, etc. in the language of
their choice.
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10.0 GLOSSARY OF ACRONYMS USED

AI

ART

ECLSS

ESA

ESTEC

CASE

CDOL

CDOS

DBMS

DMS

GSFC

I&T

JSC
KEE

KSC

LeRC
MMI

- Artificial Intelligence

- Automated Reasoning Tool
- Environmental Control & Li÷e Cycle Support System

- European Space Administration

- European Space Technology

- Computer Assisted Software Engineering

- Customer Data & Operations Language

- Customer Data & Operations System

- Data Base Management System

- Data Management System
- Goddard Space Flight Center

- Integration and Test
- Johnson Space Center

- Knowledge Engineering Environment

- Kennedy Space Center
- Lewis Research Center

- Man-Machine Integration

MS DOS - MicroSoft Disk Operating System
MSFC

PCP

SAIS

SE

SS

SSD

SSIS

SSOL

SSP

TAE

UI

UIL

- Marshall Space Flight Center

- Phoenix Computer Products

- Science Application Information System

- Support Environment
- Space Station

- Space Station Data

- Space Station Information System

- Space Station Operations Language

- Space Station Program

- Transportable Applications Executive
- User Interface

- User Interface Language
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STRATIFIED PROCESSES

TO ANALYZE SSME PARTS AND SUBSYSTEM

USING WEIBULL METHODOLOGY

by

Lou Allen Bell Gray

Jackson State University

Jackson, Mississippi

ABSTRACT

Due to the various parts found in a Space Shuttle Main

Engine (SSME), analyzation of every part is not feasible or

needed. Based on previous mathematical modeling experience of

high velocity cryogenic equipment, Gray determined the

environmental traits of location of the part, temperature range,

fluid velocity, pressure range, and elevation variation of fluid

flow as being significant factors. Deborah Leath (engineer)

developed six parts categories. The part categories are: (1)

fuel turbomachinery, (2) oxidizer, (3) combustion devices, (4)

valves, (5) ducts, and (6) lines. Due to a suspicion by Gray,

that superficial failure modes exist, six status codes were

developed in consultation with Leath. The codes are: (1) part

is in service presently, (2) part is out-of-service due to its

own failure, (3) part is out-of-service due to engine (or some

other part failure), (4) part is out-of-service because it's

retired/obsolete (time related), (5) never fired-scrapped due to

own problem or part is store, and (6) part is out-of-service for

repair. Due to maintenance policies, Gray asserted that status

code 3 needed two subcodes: (I) service decision and (2)

discarded to have assess to needed repairs. Gray assigned status

code 4 with the subcodes: (I) due to age and (2) due to new

design. Based on a problem found with developing models using

status code 6, Gray decided that repair should have the 2

subcodes of: (I) problem and (2) design alteration. Gray

suggested that to properly model failure behavior of SSME parts

that: (1) significant factors contributing to failure must be

examined, (2) relative precision based on real life data must be

examined, and (3) alternative definitions of failure must be

initialized by the engineers.
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INTRODUCTION

As a continuing effort to determine how Welbull analysis

methodology can be applied to Space Shuttle Main Engine (SSME), a

method to stratify parts in SSME was developed. The major

problem with using Weibull methodology is that frequently a beta

value of one is obtained on most SSME parts. The researcher Gray

determined that due to the real life performance of the SSME,

factors which mathematically alter the value of beta were

present. Gray also decided that the safety margin in at least

two ways provided the reason for continuous multiple failure

modes being implied by the beta value of one. Hence, Gray

decided to generate models to make an effort to analyze the

problem.

PROBLEM STATEMENT

To what extent can the SSME parts reliability be analyzed

statistical ly by using selected SSME parts based on

stratification? Is stratification a feasible effort, along with

using Weibull methodology?

PROCEDURE

During the first week of research activities, Deborah Leath

(engineer) and Lou Gray (investigator) met frequently to develop

strategies to select parts for analysis. As a result of these

activities, the following categories of major parts were

determined by Leath: (I) fuel turbomachinery, (2) oxidizer, (3)

combustion device, (4) valves, (5) ducts, and (6) lines. Based

on previous mathematical modeling experience of high velocity

cryogenic equipment, Gray determined the environmental traits of:

(I) location of the part, (2) temperature range, (3) fluid

velocity, (4) pressure range, and (5) elevation variation of

fluid flow as being significant factors (see figure 1).

Leath and Gray together develop a strategic and rational to

categorize engine parts by a status code (see figure 2). The

codes are:

I. Part is in service presently. Rationale: Pertinent

current data.
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. Part is out-of-service due to its own failure.

Rationale: Failed to perform as designed•

. Part is out-of-service due to engine (or some other

part failure)• Rationale: Maintenance policy

sometimes require the discarding of parts even though

the parts have not failed.

. Part is out-of-service because it's retired or

obsolete (time related)• Rationale: Aging can

result in inefficiency of the part. New designs may

replace older parts•

• Part is never-fired scrapped or part is in storage.

Rationale: Scraplng is a quality control problem•

Storage is possible occurrence•

6. Part is out-of-service due to repair.

Rational: Problem may develop. Design alterations

may occur.

The routine way of programming using Only status code 2 as a

failure and codes 3, 4, and 6 as suspension was done. The parts

examined for this study are: (I) nozzles, (2) powerheads, (3)

main combustion chamber (MCC), and (4) main injector (MI). The

models developed for this study are shown in figure 3. Note that

code 5 is not used and code 6 does not apply to MCC due to nickel

coating design alteration.
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RESULTS

The general routine of using only obsolete failure with

suspensions did not produce data compatible to actual life data

of SSME parts. Also, the computer graph for MI reflects

inability to recognize extreme points (see figure 4). The

maximum likelihood graph is not as easily influenced by the

presence of an extreme point since it is totally derived by
computations (see figure 5).

Main Injector (MI)

Model I for MI resulted in a beta considerably smaller than

I (Beta = 0.6218367). Yet, multiple failure modes may exist (see

figure 6). The graph done by the computer appears not to

represent a failure mode for model I. The graph is of a centroid
nature. Model 2 for the MI has a distinct failure mode (see

figure 7) yet, the actual performance of the SSME part is not
defined at the B.01 of B.05 life level. Model 3 for the MI is

the same as model 2. Model 4 also generate a distinct single

failure mode (see figure 8) which is not compatible with

available performance data. For the MI, model 5 generates a beta

of 3.828949 and has a reasonable B.01 and B.05 life (see figure
9).

Nozzle

Models I and 2 both produced multiple failure modes since

the betas were 1.12763 and 0.9750785, respectively (see figures
10 and 11). Model 2 and model 3 are the same due to the data.

Multiple failure modes are still evident for the nozzle (see

figure 12). The beta of 0.9189662 and the additional graphing by

eye indicates more than one failure mode (see figure 13) for

model 5. The B.01 life and B.05 life indicated by model 5 on the

computer is totally irrational for B.01 occurs before firing.

Powerhead

Model I for the powerhead generates a beta of 1.354549 which

reflects possibly no multiple failure modes. Yet, by eye a few

could exist (see figure 14). Model 2 has a beta value which does

not reflect random failure; however, the B.01 and B.05 life is

not realistic for actual data. By eye, several failure modes

could exist (see figure 15). Notice the lines by eye show slopes

of failure beyond 1200 seconds which is more eompatable to real
data. Again, the computer graph fails to reflect multiple
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failure modes. For model 3 (see figure 16) the other visible

failure modes are closer to expected life the results is similar

to model 2. Moaei L_ has no extensive chan_ ia the aumbei _ of

failure modes (see figure 17). Model 5 (see figure 18) shows

possibly some filtering process yet the results does not

sufficiently represent real data.

Main Combustion Chambers (MCC)

Model I for the MCC reflects the generation of a multiple

failure modes (see figure 19). Model 2 has most of the variance

in betas as model I (see figure 20). Model 6 shows no alteration

as far as fewer failure modes (see figure 21).

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

The generation of betas within a small interval of I

reflects what is happening to most SSME parts. For, the safety

factors generate pseudo failure modes. The basis of the

previously mentioned conjecture is that the cycle to complete

failure is interrupted by a variety of procedures. These

procedures are maintenance schedules, visual inspection, and a

need for accessibility when maintaining other parts. For this

study, the parts studied are basically classified as being in the

same group. The models for the different part tended to generate

similar multiple failure modes patterns. The constant failure

rate reflects some consistency in maintenance management rather

than parts behavior. Hence, the categories for failure must be

assessed using some criteria as to what is to be examined. The

computer program used for this study is blind to examining

multiple failure modes or extreme points when graphing by

ranking.

Recommendations

Due to the excessive amount of time it took to code failure

modes, I am recommending that a very carefully though-out record

keeping procedure be started (see figure 22). Any part removed

from the SSME should be categorized immediately and the life

management files should be augmented by computer. Design

alterations should be clearly identified as being distinct from

repair due to some problem. The removal of any part from service

must be fully coded. Retirement reason should be spelled out as
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to whether it is due to the inability to perform the work of the

original design or whether a new design is being used. For those

parts where failure is not precisely defined, the engineers

monitoring and studying the part should have a consistent

agreement on procedures to help eliminate subjectivity. The

sensitivity of new materials used for parts must be examined by
looking at the mathematical behavior for: (I) stress versus

temperature in various environments, (2) alternating stress versus

cycles, (3) elongation pet versus temperature, (4) reduction of

area part versus temperature, and (5) specific heat BTU/LB-F

versus temperature. Factorial Experiments as in the book by

Patrick O'Connor are needed to assist the engineer in deciding

which factor contribute most to the failure modes reflected in

the Weibull graphs.
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DEVELOPMENTOFAUTOMATED ELECTROMA6NETIC COMPATIBILITY

TEST FACILIII_ Hi _A_SH_LL SPACE FLIGHT CENTER
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Cecil A. Harrison
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ABSTRACT

This is the second report concerning efforts to automate the

electromagnetic COMpatibility (EMC) test facilities at Marshall Space

Flight Center. The goal of the project is to integrate a battery of nine

standard tests by means of demktop computer-controller in order to

provide near real-time data assessment, store the data acquired during

testing on f_=^_ble disk _,,_=_p,_,.ia_..........rnmp,J{_r _°r°duction of the certi-

fication report.

Principal improvements and additions which were made to the facility

during the period covered by this report ere:

(I> integration of newly acquired equipment into the instrument

suite,

(2> refinement of transducer and cable correction factors,

(3) provisions for plotting test limits on the spectrum

,analyzer and oscilloscope displays and obtaining hardcopy

record of these displays during testing,

(4) incorporation of a computer-controlled antenna turntable
into the facility,

(5) installation of computer-controlled relays to automate much

of the changeover between transducers, amplifiers and

measurement instruments during testing,

(6) development of programs to recover the data acquired during

testing and produce the EMC certification report.
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_NTRODUCTION

An interim report on this project was prepared in August, 1985 and

is cited as reference [I]. The principal considerations in determining

electromagnetic compatibility (EMC), the documents which specify EMC

requirements for Shuttle and Spacelab payload equipment, and the goals

for an automated EMC test facility at MSFC are all discussed in [I].

At the time of the interim report, the facility wam capable of per-

forming automated EMC tests# however, the interconnection of amplifiers

and signal source5 and _he positioning nf antennas had to be accomplished

manually. Programmable instruments (oscilloscope, pulse generator, power

meter and rf voltmeter) required to automate additional tests had not

been delivered. Further, only a rudimentary program had been written for

recovery of the test data from flexible disk.

This report describes improvements and refinements to the facility

which have been accomplished since the interim report. In the interest

of completeness, some of the details of the EMC test facility and of the

EMC test procedures discussed in [I] will be repeated here.
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OBJECTIVES

The objectives in automating the EMC test facility at MSFC are:

(I) to realize the increased accuracy and precision possible

with digital instrumentation,

(2) to achieve a facility in which the entire battery of stan-

dard EMC tests can be performed with a Minimum of inter-

vention by the Test Engineer.

<3) to reduce significantly the time required to perform the

tests and record the data,

<4> to utilize the computer-controller to perform near real-

time analysis of the test data,

(S) to provide for mass storage of the test data,

B> to provide for production of the Test Engineer's certifica-

tion report by the computer-controller, and

7) to advance the state of EMC tasting at MSFC for possible

integration with comprehensive test analysis systems (such

as SCATS) when such systems become available.
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EMC TEST PROCEDURES

The instrument suite and the controller programs have been designed

to certify EMC for Spacelab and Shuttle paylod equipment as set forth in

MSFC-SPEC-S21_ [2] <See Table I). Since the test requirements of [2]

include all four general types of EMC tests (conducted emission, radiated

emission, conduted susceptibility and radiated susceptibility) and are

consistent with the standard Military EMC requirements of MIL-STD-461B

[3], the facility May be readily adapted to certify other EMC require-

ments. Refer to [I] for further details of the EMC requirements of [2]

and of the EMC test procedures.

The layout of the EMC test facility at MSFC is shown in Figures

I, 2 and 3; a functional block diagra_ is provided in Figure 4. The

principal instruments, signal sources and transducers are listed in

Tables 2 and 3, The measurement techniques used in this facility are

derived essentially from MIL-STD-4S2 [4]. A shielded enclosure (locally
called a screen room> serves to eliminate environmental factors and to

attenuate ambient electromagnetic fields. Some questions concerning the

Measurement techniques will be addressed later in this report.

T--6I= I _M_ RAquiremen_ s for Shuttle

and Spacelab Payload Equipment [2].

EMISSIONS

CONDUCTED (CE)

* dc Power Bus Ripple

(30 Hz - 20 kHz>

* dc Power Bus rf

(20 kHz - 50 MHz)

* Power Bus Transients

RADIATED (RE)

* Electric Field

(14 kHz - 1@ 6Hz>

* ec Magnetic Field

(20 Hz - $0 kHz)

SUSCEPTIBILITY

CONDUCTED (CS>

* dc Power Bus Ripple

(30 Hz - $0 kHz>

* dc Power Bus r?

(S@ kHz - 400 MHz>

* Power Bus Transients

RADIATED (RS)

* Electric Field

(14 kHz - 10 6Hz)
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Figure I. Layout of EMC Test Facility at MSFC.

XXI-4



4 

ORIGINAL BWE 13 
OF POOR QUALrn 

F i g u r e  2.  E!MC T e s t  F a c i l i t y  (Cmtml ROOR). 

c 

b igure  3. E!MC Tes t  F a c i l i t y  ( I n s i d e  S h i e l d  Enclosure) .  

X X I - 5  



I UUT I

TURN-

TRBLE
TRRNSDUCERS

RCTU-

RTORS
RELRY NETNORK

SIGNRL

SOURCES

I .............

MLHSUNhMhN I

INSTRUMENTS

GPIB

CONTROLLER
DISK

-DRIVE
PRINTER PLOTTER
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Table 2. Principal Test Instruments

CONDUCTEDEMISSIONS

30 Hz - SOMHz
Transient

SpectrumAnalyzer (HP 8SBBA)
Digitizing Oscilloscope (HP $4200A)

RADIATEDEMISSIONS

All Bands SpectrumAnalyzer (HP 8SGGA)

CONDUCTEDSUSCEPTIBILITY

30 Hz - 50 kHz

50 kHz - 400 MHz

Transient

RADIATEDSUSCEPTIBILITY

14 kHz - I GHz
I GHz- 2 GHz
2 GHz- IS GHz

14 kHz - 220 MHz
220 MHz- IS GHz

Synthesizer/Function Generator (HP 3325A>
Digital Voltmeter (HP 3455_>
Synthesized Signal Generator (HP 8SG2A)
True r_5 rf Level Meter (Racal-Dana S303)

*RFI Transient Generator (Solar Model 82S4-S)

Digitizing Oscilloscope (HP $4200A)

Synthesized Signal Generator (HP 8662A)

add Frequency Doubler (HP 11721A)

Synthesized Signal Generator (HP 8B?2A)

*Field Strength Meter (IFI Model EFS-I)

Power Meter (HP 438A)

*Indicates non-programMable instrument
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Table 3. Transducers

CONDUCTEDEMISSIONS

30 Hz - 20 kHz-
20 kHz - $0 MHz
Transient

Current Probe (E1ectroMetrics PCL-10)
Current Probe (EMpire Devices CP-10S)
Direct connection to

Orbiter ImpedanceSiMulation Network

RADIATEDEMISSIONS

14 kHz - 20 MHz
20 MHz- 200 MHz

200 MHz- i 6Hz
I GHz- 10 GHz

20 Hz - 50 kHz

E-Field Rod Antenna (EMCO 3301)

Biconical Antenna (EMCO 3104)

Conzcai Log Spzrai Rnienna (Singer 93490-i >

Conical Log Spiral Antenna (Singer 93492-2)

Magnetic Field Pick-up Coil (EMCO 7604)

CONDUCTED SUSCEPTIBILITY

30 kHz - 50 kHz

50 kHz - 400 MHz

Transient

Isolation Transformer

Capacitor

Direct Connection to Injection Point

RADIATED SUSCEPTIBILITY

14 kHz - 220 MHz-

220 MHz - 1GHz
1GHz - 10 6Hz

13 6Hz - 1S 6Hz

Antenna (IFI EFG-2)

Conical Log Spiral Anlenna (Singer 93940-I)

Conical Log Spiral Antenna (Singer 93941-2)

Standard 6ain Horn (Sci.-Rtlanta SGH 12.4>
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_UTOM_TION OF TEST PROCEpURES

The principal test instruments listed in Table 2, the antenna turn-

table and the relay actuators are all programmable and are controlled via

an IEEE Std-48B general purpose interface bus (GPIB). The GPIB is

managed by a computer-controller (HP 9826) with internal VDT and flexible

disk drive. A dot-matrix ink jet printer and an X-Y plotter are also

attached to the GPIB (Figures I and 4).

Controller Proqram

The controller program is written in high-speed programming language

(HPL 2.1). The organization of the program is shown in Figure 5. The

concept of the controller program is outlined in [13. Feature_ of the

controller program are:

(I> m comprehensive set of UDT cues which keep the Test

Engineer abreast of the progress of the test,

(2) near real-time tabular and/or graphical display of test

results,

procedures by the Test Engineer, and

(4) mass _torage of test data.

VDT Cues

Despite effort5 to maximize the use of programmable equipment, some

operations must be accomplished manually. The controller program pre-

sents UDT cues which clearly describe the required manual operation to

the Test Engineer at the appropriate time, then suspends execution until

the Test Engineer acknowledges that the operation has been performed. In

addition, the gOT annunciates the significant parameters (frequency,

signal level, etc.) of each phase of the test.

Data Disolay

During data collection for emissions tests, emission limits <from

[2]) are displayed on the spectrum analyzer or oscilloscope. _t the end

of each test phase, the Test Engineer may opt to make a hardcopy record

(X-Y plot) of the display. Cable corrections, bandwidth factors and

antenna factors are then applied, and reduced data are made available to

the Test Engineer. Emission limits are plotted on graphical products,

and data which exceed limits are flagged on tabular products.
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During susceptibility testing, requirements from [2] for injected

voltage or incident field intensity are annunciated on the VDT. The

controller applies cable corrections and transducer factors, and compute5

$_e source ievei5 requir=d lo _hieve _he v_quir-=d i,,j=ul_d vuilmw= u('

incident field level at the UUT. The_e limits are enforced on the signal

sources by the controller unless overridden by the Test Engineer. After

each phase of susceptibility testing, a tabular display of the injected

voltage or incident field intensity at each frequency (or time increment

for transient tests> is made available. In addition, a hardcopy record

of the oscilloscope display is available during transient susceptibility

testing,

Flexibility

Following each phase of each test, the Test Engineer may opt to

repeat the test. In most case5 the Test Engineer can alter test para-

meters such as signal levels, frequency range, etc., a feature which is

particularly useful in determining threshold of susceptibility.

_!a. Storage

The Test Engineer has the option to store the reduced data from each

phase of each test on flexible disk. This option is presented after the

option to review data, thus inappropriate data need not be retained. In
addition to the electrical data, such information as UUT designation,

date and Te_i Engineer's commentary is also stored.

Certification Report

The computer-controller is also used as a special-purpose word

processor to produce the Test Engineer's certification report. The Test

Engineer must respond to VDT prompts to enter administrative details such

as report date, manufacturer and identification of the UUT, requirements

and operating documents for the UUT, etc. This information, along with
reduced test data recovered from flexible disk, is integrated with stan-

dard report sentences and phrase5 to produce the certification report.

Program Cod_

The programs described above have not been reproduced here.

Inquiries concerning program codes may be directed to:

Mr. Jimmy W. Ree5

Code ET-4S

Marshall Space Flight Center, AL 35812

(205-544-1305>.
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COMMENTS AND RECOMMENO_TIONS

Gener_l

The facility described in this report can be used to perform accu-

rately and effectively the EMC tests required by MSFC-SPEC-5216 for

Shuttle and Spacelab payload equipment. The controller program provides

flexibility in setting test parameters which will permit adaptation of

the facility to other EMC tests which are derived from MIL-STD-4GIB and

MIL-STD-462. 8 particular feature of this facility, which is not widely

available in automated EMC test facilities, is the capability of deter-

Mining and documenting threshold of susceptibility. The capability of

direct production of the Test Engineer's certification report using data

acquired during EMC testing is also a unique feature of this facility.

Measurement Technique

Even though high quality, Modern digital instruments are used

throughout the test facility, the measurement techniques for certifying

=,,_ of _="_'- --J _.... 1_L ....1__J ..... t i5 u=r_v=u u_,=ubly_,,uv_= a,lu JHaum_u p_yzuau _Wu_p_e_ _PO_

MIL-STD-462, a document prepared nearly twenty years ago. Questions

concerning the MeasureMent techniques involve:

(I) failure to account for or manage reverberation within the

shielded enclosure,

(2) location of the UUT within the shielded enclosure during tests,

(3) failure to test for directional radiated emissions or aspect-

dependent radiated susceptibility.

significant amount of work has been done in the last ten years,

paticularly by the National Bureau of Standards (NBS>, to investigate and

improve EMC test chambers.and Measurement techniques. Reference [S]

provides an excellent survey and bibliography of that work. It is recom-

mended that NASA/MSFC undertake a review of modern EMC test chambers and

Measurement techniques and incorporate the findings in!o specifications

for EMC certification of spacecraft and payload equipment.

T_st Chamber

The shielded enclosure provides protection from the elements and

reduction of ambient electromagnetic fields! however, it is inevitable

that there will be reverberation of the electromagnetic field within a

shielded enclosure. Reverberation MUSt be managed within a shielded
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enclosure, and its effect on EMC measurements must be considered. The

use of Crawford (TEM) cell [G] and/or a mode-stirred reverberation

chamber [7] should be considered as replacements for the shielded

_,,mm Tn the meantime, it is recommended thai anechoic material be

placed appropriately within the shielded enclosure to reduce reverbera-

tion levels.

U.UT Location

In the MSFC facility, the UUT is placed on a relatively small

ground plane (I m along the narrow dimension) approximately 0.S m from

the wail of the shielded enclosure. This placement of the UUT in what

is essentially a corner reflector environment will have a problematic

effect on radiated and incident electromagnetic fields in the vicinity

of the UUT. It is recommended that the ground plane be relocated to the

center of the shielded enclosure and/or that the wall of the enclosure

be lined with anechoic material.

UUT Orientation

_t present, all radiation tests are conducted with the antenna or

magnetic pick-up coil at one location and with the UUT in a fixed orien-

tation. This procedure will fail to detect the presence of directional

radiatlon and will fail to reveal aspect-dependent susceptibility.

Narrow slotted apertures, such as may exist between a metal equipment

case and its cover pla_es, are known to create directional propagation of

electromagnetic energy. This directionai propagation may result in

directlonal emission from the equipment or in coupling of energy incident

from a given direction into the equipment. It is recommended that radi-

ation testing be conducted with the antenna or Magnetic pick-up coil in

each o? several positions laterally around the UUT. This would necessi-

tate placement of the UUT in the center of the shielded enclosure, which

is consistent with the previous recommendation. Alternativly, it is

recommended that the UUT be rotated in the horizontal plane during

_esting,

_tilizat$on of Tes_ Data

The data stored on flexible disk during testing is presently used

only for computergeneration of the Test Engineer's certification report.

While this is an important administrative convenience, other important

uses o? this data are possible. One potentially very significant appli-

cation of EMC test data is in mission planning.

If each item of payload equipment for a given mission is certified

in a facility with similar data collection and _torage capabilities, then

the data from all such tests can be used to generate a computer model for

EMC of the entire payload. Some of the uses of an EMC model are obvious:

certify EMC for the entire payload, substantiate waivers of particular
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requirements for particular items, and schedule activities during the

mission. 8s an simplified example, some item of equipment which fails to

meet a particular EMO emission requirement, might be scheduled for opera-

tion only when other equipment with a corresponding susceptibility is not

in use. This would preclude cos_ly re-design of an item of equipment to

meet what i_, at least for that mission, an arbitrary EMC requirment.

I% is recommended that NSSRIMSFC investigate the creation of a

computer EMC model, either as a separate entity or as part of a more

comprehensive payload model. I% will be necessary to establish a stan-

dard format for EMC data storage! the present format, which was created

by the author with only a vague notion of intended use of the data, is
not recommended as a standard format.
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ABSTRACT

Inversion layer MOS solar cells have been fabricated. The fabrication

technique and problems are discussed. A plan for modeling IL cells is
presented. Future work in this area is addressed.
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INTRODUCTION

Conventional silicon solar cells using diffused p-n junctions exhibit

conversion efficiencies (_ 10.5% for 10 ohm-cm cells) which are far below

the theoretical values of efficiencies (18-22%) (1). This may be due

to a variety of causes. The first reason is that p-n junction cells have

high space charge layer recombination which make the I-V characteristics

different from those of an ideal junction, and thesecond reason is that

very shallow p-n junctions are hard to control.

Inversion-layer IL/MIS solar cells have become a promising alternative

to conventional diffused junction cells. MIS inversion-layer cells use

two related techniques which are inversion layers formed in p-silicon

and minority carrier MIS tunnel diodes. The advantage of using these

techniques is that the processing is of low temperature and the diffusion-

induced crystal damage inherent in diffused p-n junction cells can be

avoided. Besides, the electric field on the silicon surface is in a direction

to aid in the collection of minority carriers generated by short wavelength

light. It avoids the "dead layer" found at the surface of many p-n junction

cells. Therefore, the ultraviolet response has been shown to be much

better than for diffused cells, Hence, the IL cell remains a viable

alternative to diffused cells and further development is warranted.
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OBJECTIVES

The main object of this work is (1) to fabricate IL/MOS solar cells,

(2) to develop a simple, inexpsensive, low-temperature process for fabricating

high-efficiency IL cells, and (3) to develop theoretical models for the

cells.
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PRINCIPLES OF OPERATION OF IL/MIS SOLAR CELLS

The basic structure of an IL/MIS cell is shown in figure 1. It

consists of a sintered aluminum back contact on a p-Si substrate, a

photolithographically defined Al MIS front contact in the form of a grating,

and a thick oxide/antireflection coating. The main function of the oxide

in an IL cell is to invert the surface of the p-Sisubstrate and to induce

an ideal n+/p junction. This is achieved through the action of positive

charges trapped in the oxide during fabrication. The principal charge

in thermal oxides is the surface state charge, Qss' which is considered

to be associated with excess silicon atoms close to the Si02-Si interface.

The value of Qss is highest on < 111> oriented substrates and can be varied

over a wide range by heat treatment in dry oxygen.

The minority carriers, which are electrons in this case and are generated

in the bulk of the p-Si, are collected vertically and then flow along

the inversion layer to the MIS contact and removed from the cell via the

aluminum grid as shown in figure 2. In order to get higher minority carrier

collection efficiency, the MIS contacts have to be very closely spaced,

typically of the order of the diffusion length of the minority carriers

(50 - 120 micrometers).
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IL/MIS CELL DESIGN AND FABRICATION

For an IL cell, the substrate must be p-type. To get strong inversion

using only fixed positive interface charge, the wafer should be in the

<111> orientation and be lightly doped. A higher open circuit voltage

can be obtained using a more heavily doped substrate. At the same time,

it will be more difficult to get the inversion layer and will reduce the

short-circuit current because of lower electron lifetime. Based on this

consideration, the doping levels in the ranges of 1015 cm"3 to 1016 cm -3

yield the best results (2).

Wafer thickness is also important. A cell with a BSF region whose

thickness is less than one diffusion length operates best. However, a

cell fabricated on thicker wafer will absorb more light. The thickness

of a single crystal silicon cell is normally in the range of 50 micrometers

to 500 micrometers.

The basic IL cell requires a thick oxide layer on the front surface.

It can be grown thermally by oxidizing the surface of the wafer. This

process is reliable and produces good Si02-Si interfaces with reasonable

levels of positive interface charges. One of the drawbacks of this process

is that it requires high temperature.

Other types of oxide can be used to get higher oxide charge densities.

Chemical vapor deposition (CVD) of SiO 2 is a promising alternative. CVD

oxides appear to have a high value of positive interface charges. It
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is a fast, low-temperature (as low as 250°C) process producing uniform,

reproducible oxide layers. The disadvantages of CVD oxides are: (1) it

tends to be leaky, and (2) it is somewhat difficult in depositing SiO 2

uniformly around alumi hum grid Iines.

Once the internal structure is complete, contact to the inversion

layer must be made. For diffused IL cells, a window in the oxide is opened

and n+ diffusion is made to contact with the inversion layer.

The most promising alternative is the MIS contact. Thin oxide layers

can be grown in the contact windows by a variety of low-temperature processes

such as sputtering. Aluminum is deposited over the thin oxide to complete

the MIS contact.

The process of evaporation and photolithography is the process most

often used for metallization. Aluminum is deposited over the entire wafer

surface by electron beam evaporation in a vacuum. The grid pattern is

defined in photoresist using an optical mask and the excess metal is lifted

off, leaving the pattern which has been designed.

Most metal used on silicon must be sintered after deposition to obtain

good ohmic contacts. During this process, any layers between the metal

and silicon are brought into intimate contact. For this reason, sintering

after MIS contact formation should be avoided.

In summary, the procedure for fabrication is described as follows:

(1) On <111> p-type silicon, substrates of approximately IO00A

of SiO 2 are grown thermally.

(2) Aluminum is next deposited on the back surace and sintered.
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(3) MIS grid is then defined photolithographically using a

first mask and a thin oxide layer grown in thi,s region by sputtering.

(4.) A thickness of one micrometer of aluminum, is deposited

on the front surface. The excess metal is lifted off, leaving the pattern

designed.

To have the highest possible efficiency from a solar cell, its structure

must be optimized. It is not straightforward to optimize a cell, however,

the main reason is that the device parameters are not interdependent,

and there exist complex relationships between structural parameters and

cell operation.

In dQ._ininn th_ rnnt_rf g_iH fn_ +h_ (.A .... _ (...._(^" $01 .... 11

the sheet resistance of the inversion layer must be taken into account.

Since this layer is shallow and has a relatively low equilibrium carrier

concentration, it will demonstrate a high sheet resistance. Therefore,

the contact grid must be close to every point on the front surface to

reduce the lateral series resistance in the inversion layer. On the other

hand, the front contact grid must cover only a small fraction of the cell

area in order to maximize the area exposed to the light. It is obvious

that grid design becomes critical to efficient cell operation. To optimize

the tradeoff between grid shading and high sheet resistance in the inversion

layer, the grid finger spacing must be carefully chosen.
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EXPERIMENTAL RESULTS

Results are presented here for three cells. They were fabricated

using the process described in the previous section.

The I-V characteristics under simulated AMO are shown in figure 3

(cell #1), figure 4 (cell #2), and figure 5 (cell #3). The area of each

cell is 4.1 cm2. The short circuit currents are 2.4 mA and 1.22 mA for

cell #1 and cell #2, respectively. The open-circuit voltage is 0.1645V

for cell #1, while the value for VOC for cell #2 is 0.1558V. For cell

#3, we have obtained 0.4655V for its open-circuit voltage and 0.02 mA

for its short-circuit current. For cell #1 and cell #2, no oxide was

sputtered between the metal and semiconductor for MIS diodes. For cell

#3, a very thin oxide layer was sputtered as the thin interfacial region

for the MIS grid. For cell #I and cell #2, the short-circuit currents

are quite lower than we expected. The values of VOC for these two cells,

however, are not far from those values for a Schottky diode. For cell

#3, the open circuit voltage is quite reasonable, but the short-circuit

current is far too low. It might be due to (1) the thin interfacial oxide

is still too thick and (2) the thermal oxide has become too thin at the

edge of aluminum to strongly invert the surface, and thus, the inversion

layer in the active areas is isolated from the MIS contacts. Because

of the first reason, a minority carrier tunneling diode might not be realized.

Because of the second reason, only a small amount of lateral collection

occurred, resulting in the low value for ISC.
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To reduce cracking and separation between an inversion layer and

an RIS contact, we plan to use a second mask to define the grid photo-

lithographically. To determine the optimum thickness of the thin silicon

dioxide for an RIS grid, we are going to vary the sputtering time.
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MODELING OF IL CELLS

In order to fully understand the operation of an inversion layer

cell and to obtain higher conversion efficiency, detailed analysis and

modeling of this cell are needed. So far, however, only limited modelings

of these devices have been published (3,4,5).

We plan to develop a computer program for modeling induced-inversion-

layer MOS solar cells. A theoretical analysis of the current-voltage

characteristics of these devices will be pursued. The overall objective

of the work is to identify and to characterize various mechanisms which

tend to limit the conversion efficiency of these IMOS devices. This will

be accomplished through a solution of the fundamental device equations

including the effects of the Si-SiO 2 interface charges and traps. An

external generation rate due to the full spectrum solar irradiance will

be included too. Doping and field dependent mobility and nonuniform doping

profiles in the substrate will also be taken into account. Moreover,

the effects of radiation damage and the effects of the sheet resistivity

in the induced n+ region will be studied.
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CONCLUSION AND RECOMMENDATION

Objectives (I) and (2) were partially achieved. Objective (3) has

not been achieved due to short period of time (10 weeks plus two additional

weeks). In fact, all of these tasks are long-term projects. They need

a much longer time to accomplish. It is a good start. Continuous effort

should be made to obtain more productive results.

IL/MOS solar cells have been fabricated. It has been demonstrated

that they can be fabricated using low-temperature processing. The short-

.......................... s ,..,,_=. in this laboratory _ru _t,il

far too low. The effort of improving this situation is now under way.

As mentioned earlier, we plan to use a second mask to define grid

photolithography. For future study, the following items are recommended:

(1) Analyze dark I-V and C-V characteristics of the cells to

obtain information on the mechanisms of barrier formation and current

transportation.

(2) Perform further optimization of the grid structure for

increasing the efficiency.

(3) Control the thin layer of oxide in an MIS contact more

accurately.

(4) Fabricate IL/MOS cell using CVD SiO 2 instead of thermal oxide.
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(5) Fabricate IL/NIS cells using other transparent dielectrics

which are responsible for inducing an inversion layer at the silicon surface,

such as TiOx. SiO, and TaxOx and above all CVD nitride (6).

(6) Study IL cells under high concentration.

(7) Determine the characteristics of the inversion layer cell

under the influence of ionizing radiation for space application.

(8) Study the problems of cascading the cells.

(g) Investigate the IL solar cell array.

(i0) Study other surface effect solar cells such as accumulation

Iayer celIs.
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ELIMINATION SEQUENCE OPTIMIZATION FOR SPAR

by

Harry A. Hogan

Assistant Professor of Mechanical Engineering

Louisiana Tech University

Ruston, LA 71272

SPAR is a large-scale computer program for finite

element structural analysis. The program allows user

specification of the order in which the joints of a
structure are to be eliminated since this order can have

significant influence over solution performance, in terms

of both storage requirements and computer time. An

efficient elimination sequence can improve performance by

over 50_ for some problems. Obtaining such sequences,

however, requires the expertise of an experienced user and

can take hours of tedious effort to affect. Thus, an

automatic elimination sequence optimizer would enhance

productivity by reducing the analysts' problem definition

time and by lowering computer costs.

Two possible methods for automating the elimination

sequence specification have been examined. Several

algorithms based on graph theory representations of sparse

matrices have been studied with mixed results. Significant

improvement in program performance has been achieved, but

sequencing by an experienced user still yields

substantially better results. Effort has also been

dlrected toward developing a "rational" approach whereby

the sequencing routine attempts to mimic as closely as

possible the actions of an experienced analyst.

Preliminary tests with simple example problems have

provided guardedly promising results; performance near that

of user-specified sequences has been achieved. In order to

obtain sufficient generality to handle a wide variety of

problems, however, extensive developmental work will likely

be required. Nevertheless, these initial results provide

encouraging evidence that the potential benefits of such an

automatic sequencer would be well worth the effort.
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INTROPUCTION

Much of the structural design and analysis work done

throughout NASA, as well as in industry and universities,

depends heavily on the use of large-scale finite element

programs like NASTRAN, 8PAR/EAL, and ANSYS. The power and

capability of these codes makes them indispensable tools to
workers in this area. A unique feature of SPAR/EAL ÷ is

that the user can influence program performance by

providing supplemental input data that specifies the order
in which the joints of the structure are to be eliminated.

Improvements in storage requirements, solution time, and
in some cases solution accuracy can be realized by

appropriate specification of Joint elimination sequences

For example, a recent problem being studied by Larry

Kiefling at MSFC showed a 35% decrease in solution cost

when provided with a "good" Joint elimination sequence.
The tradeoff involved is the time required by the analyst

to devise such a sequence. Two and one-half to three hours

were taken in selecting the sequence for the example cited

above. The ability to identify efficient sequences also
requires extensive experience by the user. A compeling
case can thus be made that an automatic elimination

sequencer would be of significant benefit by reducing the

analysts' problem definition time and lowering computer
costs.

+SPAR and EAL were both developed by Whetstone [1,2] and

are quite similar in capability. SPAR was developed under

contract to NASA's MSFC and LaRC, wheras EAL is

commercially marketed by Engineering Information Systems,

Inc. of San Jose, California.
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The objectives pursued in this project are summarized
as follows:

-- to become more familiar with the storage and

solution procedures employed in SPAR/EAL, with

special attention to understanding the

effects of the joint elimination sequence

-- to research possible ways to automate the

specification of efficient Joint elimination
sequences

-- to begin developing, implementing, and
evaluating promising methods for automatic

sequencing

-- to periodically assess the progress and future
prospects of such endeavors

Because of the rather uncertain nature of this work, these

objectives were pursued with a combination of sequential
and simultaneous effort.
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THE SPAR/EAL COMPUTER PROGRAM

SPAR was originally developed under contract by W. D.

Whetstone for NASA's Marshall Space Flight Center and

Langley Research Center. The program allows for both

static and dynamic analysis of large-scale (greater than

10 4 degrees of freedom) structural analysis problems.

Typical, low-order interpolation elements ranging from one-

dimensional beam and bar elements to three-dimensional

solid elements are available. The program also contains

two- and three-dimensional fluid elements. EAL was

developed subsequent to SPAR and is commercially marketed

by Engineering Information Systems, Inc., of San Jose,

California. Its capabilities are basically the same as

that of SPAR with some improvements and minor

modifications. Hence, the two will be referred to as a

single entity except when distinction is needed.

Overview

SPAR/EAL actually consists of a series of processors

and subprocessors that can be independently executed by

appropriate commands. Problem data is stored in large data

tables that are accessed by the processors and

subprocessors as needed. A schematic of the primary

processors involved in problem definition is depicted in

Figure 1 (taken from EAL Reference Manual [2]).

Processor TAB contains subprocessors that allow

specification of joint location information (TAB/JLOC),

material properties (TAB/MATC), and motion constraints

(TAB/CON). Subprocessor TAB/JSE@ provides for alternate

joint elimination sequences; the default is for the Joints

to be eliminated in the order in which they were generated

by TAB/JLOC. Processor ELD is needed to define the

particular finite elements of choice and their connection

to the joints. Processor TAN is then typically invoked to

analyze the joint and element information and calculate

statistics characterizing computer storage and solution

time requirements. System stiffness and mass matrices are

generated by other processors from "E-State" data as

indicated in Figure i. This E-State is produced by

intermediate processors utilizing the basic joint and

element data. The other major processor shown in Figure 1
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is RSI, which factors the system stiffness matrix.

Processors TAN and RSI are known as TOPO and INV,

respectively, in the SPAR version of the program.

Subsequent processors (not shown) define the loading case,

or cases, to be considered and provide solutions for the

particular load cases and constraint conditions chosen.

Processors for manipulating the data in the data tables and

for post-processing of results are also available.

Joint Elimination

Sequence

TAN datasets

I KMAP dataset

\/_ K SPAR

Constraint Definition,
CON (blank) ncon.

/_Factored System

RSI _Stlffness Hatrix,
_.,,_-_"_INV K ncon

. /_ C M_Assembled_ System

/ coo.. o,..-
/ / Matrix, C_ SPAR

_--E-State_ KG _Assembled System' _ Initial Stress .

f (Geometric) Stiffness
Matrix, KG SPAR

Figure I. Problem definition processors.
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Joint Elimination Sequence

The fundamental concepts underlying the storage and
_ulution --= ....... A k.. CDADGAT. ,,, _,_v_he_ 4n a

technical paper by Whetstone IS]. A critical aspect of

this scheme is the order in which the joints of a structure

are eliminated during solution. Stiffness matrices

produced by the overriding majority of problems are

symmetric and sparse (many zero-valued entries). As

factorization of such matrices proceeds, the process of

matrix "fill-in" occurs whereby the sparsity of the portion
of the matrix remaining to be factored is diminished. This

fill-in increases the storage requirement and number of

operations involved in factorization. Hence, computer

costs increase. Proper specification of a joint

elimination sequence can significantly reduce the amount of

fill-in incurred and consequently reduce computer costs.

Figure 2 will aid in beginning to understand the basic
mechanism of matrix fill-in. Consider the iow6r portion of

part (a.) to be a structure composed of one-dimensional
finite elements with the corresponding upper-triangular

stiffness matrix depicted above. Note that X represents

non-zero terms and O zero terms. Also recall that non-zero

terms appear in row-column locations corresponding to

interconnected joint numbers. For example, joint 1 is

connected to joints 2, 3, and 6, so non-zero terms appear

in columns 2, 3, and 6 of row 1. The lower portion of part

(b.) contains a "graphical analog" of the joint elimination

process. The elimination of joint 1 creates new
interconnections between joints 3 & 8, 3 & 2, and 2 & 6

that did not previously exist. Thus, new non-zero terms

enter into the matrix accordingly, as seen in the upper

portion of part (b.). Part (c.) contains the same
information for the elimination of joint 2. Note that the

total number of new non-zeroes associated with the

elimination of these two joints is five. It can be

verified easily that if the first two Joints eliminated

were joint S and then joint I, then the total number of new

non-zeroes introduced would be one. Even a simple example
like this serves to demonstrate the substantial benefits

offered by a "good" joint elimination sequence.

Recognizing the benefits derived from proper joint

elimination sequencing is the easy part of the problem;

devising sequences that exploit these benefits is the

difficult part. In the 1978 version of the Reference
Manual for SPAR [I] mention is made of an automatic

elimination sequencer planned for future development.

Guidelines are then given for manual sequencing. They can
be summarized as follows:
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4 6

5 2

1234567
 xxoox6

XOOXO0
XO000:

XOOX
XOX

XX
X

(a.)

234567
8 | 8 8 8 |

 xoxxd
XOOXO

XOX
XX

X

34567
lllll

I I I I I
I"v a,.u _w _ ..,I

lO0
X X

X

4 6

5 2

(b.)

4 6

5 (2)

(C.)

Figure 2. Joint elimination and matrix fill-in.

(1)

(2)

(3)

Carefully studF Whetstone's original paper [3]

and learn how to determine favorable sequences.

Consult an experienced user of SPAR.

Use a numberinE sequence appropriate for band-
matrix or wavefront procedures.
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Comment is included with these recommendations that

band-matrix and wavefront methods are different from those

employed in SPAR yet results may be satisfactory for

problems of small to moderate size. Experience indicates
that results are erratic and indeed generally not very good

for larEer problems. Nevertheless, current versions of EAL

have a new processor called SEQ (see Figure 1) that

implements the widely-used GPS [4] bandwidth minlmizinE

method. For review, bandwidth and profile storage schemes

are presented in Figure 3. Only the terms enclosed by the

curves are stored and operated upon. Wavefront methods

utilize profile storaEe and and can realize improved

performance by profile-reducing algorithms.

'1 2 3 4 5 6 7 B 9

,,,_ X 0 X
l ",,x o o x

L

1234_6789
o'oooo6

000
O0

,,_ 0 0 X

Bandwidth = 5 Profilm " 26

Figure 3. Bandwidth and profile storage schemes.

Automatic SeQuencin=

Need remains for an automatic joint elimination

sequencer that will:

-- generate a favorable sequence with minimum
user input

-- handle a wide variety of problem types and

configurations.

Two seeminEly promising approaches for tackling this

problem have been identified and will be described in the
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next two sections. Algorithms based on graph theory have

been developed in recent years for manipulating sparse

matrices. Moderate success has been reported for some

problems, but no such methods exist for exploiting the

particular storage and solution methods used in SPAR/EAL.

A "rational" method is also being pursued whereby the

actions of an experienced user are imitated as closely as

possible.
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GRAPH THEORY METHODS

Fundamental Concerts

Graph theory is an abstract mathematical theory that

has found application in areas as diverse as map coloring,

route planning for traveling salesmen, and sparse matrix

manipulation. Only a cursory introduction to the very
basic concepts and definitions will be attempted here.

A_raDh is defined as a finite set of nodes or

vertices together with a finite set of edKes. An edge is

simply an unordered pair of vertices. A labelled or

Qrdered graph has a one-to-one mapping of successive

integers (i, 2, 3, ..., N) onto the set of N vertices.

Graphs are commonly represented pictorially by points or
small circles for vertices and lines or curves between

points for edges.

A pair of vertices is addacent if the pair form an

edge of the graph. If X is the set of vertices of a graph
and Y is some set of vertices that is a subset of X, then

the adjacency set of Y is the set of vertices that are

members of X and are adjacent to at least one vertex in Y.

In the simplest case, the set Y is a single vertex and the

adjacency set consists of all nodes adjacent to this
vertex. The de_ree of Y is defined to be the number of

members in the adjacency set.

Application to Svarse Matrices

The particular application of graph theory to sparse

matrices [5,6] that will be examined is that for sparse

matrices arising from finite element analysis. Figure 4

illustrates the interrelationships between sparse matrices,

their corresponding labelled graphs, and the finite element

structures giving rise to such matrices.

The lowermost portion of part (a.) depicts a one-

dimensional finite element mesh with a schematic

representation of its stiffness matrix immediately above.
As before, X simply indicates a non-zero term and 0 a zero

term. The structure of the matrix again takes its form

from the connectivity of the finite element structure. The

relationship between a labelled graph and its corresponding

matrix representation is defined in a quite similar manner.
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In this case, non-zero terms enter each row of the matrix

in columns matching the labels of the vertices in the

adjacency set of the vertex labelled with the row number.

Non-zero terms also appear on the diagonal for each vertex.

The labelled graph for part (a.) of Figure 4 is the

uppermost item. As apparent from the figure, the pictorial

representations of the graph and finite element mesh for a

given matrix are essentially the same for one-dimensional

finite elements. Part (b.) of Figure 4 contains the
respective three items for a mesh of two four-noded two-

dimensional finite elements. The only difference of note
is that the pictorial representations of the finite element

mesh and the graph are not the same. Any two nodes common

to an element are interconnected structurally and the

matrix contains non-zero terms indicating so. The labelled

graph indicates this same interconnection by having edges
between corresponding pairs of vertices.

4

3 5

1

1 2 3

123456
 xoxx6

XOOXO!
XOOX

XOX
xxl

- X!

2

4 1

(a.)

123456
 xoxxd

X X X X X
XGXX

XXO
X X

X

4 5

. 2

(b.)

b

[
3

Figure 4. Matrices and labelled graphs for finite elements.

(a.) One-dimensional finite element case.

(b.) Two-dimensional finite element case.
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The computer representation of a labelled graph
consists primarily of two vectors. One vector contains the

entries in the adjacency set of each vertex arranged
sequentially. The other contains pointers to the locations

in the first vector of the beginning of the adjacency set
of each vertex. The adjacency sets and degrees for each

vertex in. the graphs of Figure 4 are presented in Figure 5
below.

vertex adjacency degree vertex adjacency degree

(1) 2 4 5 o_ (''-; 245 3

(2) ' 1 5 2 (2) 1 3 4 5 6 5

(3) 6 1 (3) 2 5 6 3

(4) 1 6 2 (4) I 2 5 3

(5) 1 2 6 3 (5) 1 2 S 4 6 5

(6) 3 4 5 3 (6) 2 3 5 3

Figure 5. Adjacency and degree of labelled graphs.

A comprehensive treatment of sparse matrix

manipulation algorithms based upon graph theory concepts

is presented by George and Liu [6]. Several of the

algorithms described in this book have been incorporated

into an experimental processor for EAL known as RSEQ. The

development of RSEQ is spearheaded largely by Sue McCleary

and William Greene of NASA's Langley Research Center.

Their generosity in making this processor available for the

present work is gratefully acknowledged. Having these

algorithms already implemented and operational has been

extremely helpful.

The three algorithms that have been included in this

study are the Reverse-Cuthill-McKee, Minimum Degree, and

Nested Dissection algorithms. The Reverse-Cuthill-McKee

algorithm is basically a profile minimizing method. A

labelling is first determined by the Cuthill-McKee method
and then reversed. The Cuthill-McKee approach involves

successively numbering the unnumbered neighbors of vertices
in order of increasing degree. It is very sensitive to the

choice of a starting vertex. Fairly successful algorithms

exist for finding such a vertex.
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Both the Minimum Degree and Nested Dissection methods

attempt to reduce matrix fill-in. The Minimum Degree

approach involves the use of elimination _ravhs, which are

graph theory representations corresponding to the reduced

structures depicted in Figure 2. Labelling consists of

choosing the vertex in each elimination graph having the
minimum degree to be the one eliminated next. Nested

Dissection makes use of a sevarator, which is simply a set

of vertices whose removal from a graph forms two graphs.

Removing separators from graphs affects a partitioning of

the accompanying matrix representation of the graph. The
Nested Dissection method seeks to find separators that

partition the matrix such that all-zero submatrices remain
so throughout factorization.

Such brief descriptions of these methods belie their

true complexity. The reader is referred to the books by

Pissanetsky [5] and George and Liu [6] for more thorough
presentations of these methods. It should also be

emphasized that these algorithms were not developed to

exploit the particular features of the storage and solution

scheme employed by SPAR/EAL. In fact, they include
recommendations for storage and solution _h_m_ q,,4÷._I_
for each.
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A RATIONAL APPROACH

Initial Ideas

The basic approach decided upon for pursuing a method

to imitate an experienced user involves evaluating the
structural topology of the finite element mesh and

identifying all "branches" and "holes" in the mesh. The

shaded region shown in Figure 6 represents a structure

containing such features. Numbering nodes would then

proceed so as to eliminate the branches first and then

reduce the remaining structure by eliminating nodes

"radially" thereby progressing "around" the hole. Initial

efforts have been concentrated on developing methods for

identifying and eliminating branches.

Figure 6. A region with branches and holes.

Branch Elimination

The branch elimination procedure is summarized in the

functional flowchart of Figure 7. For this phase of
development, the finite element mesh is assumed to be free
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Identify & Sort
- edge nodes
- corner nodes

- edge elements

Identify & Characterize Branches

- I-O.O-I, O-O-O-I, I-O-O-O pattern
- determine length & width

- determine branch size (length X width)

Order Branches

- largest last
- thinnest next-to-last

- others sequentially

Shrink Branches

- inward from outer edge

- stop before last

ICheck Reduced Grid

• J. No

|

Finish Sequencing

- "body" first
- last branch

(outward from base)

Yes

Figure 7. Branch shrinker flowchart.
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of any "holes" and composed of four-node two-dimensional

elements. The first block involves characterization of the

edge of the finite element mesh. To accomplish this, all

no_ located R]_ng the edge are identified by counting the
number of elements to which each node is common. For four-

node elements, all nodes common to three or fewer elements

will be on the edge of the domain. This information is

then used to identify all edge elements, i.e. elements

containing edge nodes. Corner nodes are those common to
either one or three elements, with the former being marked

as "outer" corners and the latter as "inner" corners. Edge
nodes are also sorted in order of occurrence around the

periphery of the mesh.

The next main task is that of identifying branches.

This is simply done by scanning the sorted list of corner

nodes and defining a branch to be represented by one of the

following patterns of inner(I) and outer(O) corners:

I-0-0-I, 0-0-0-I, or I-0-0-0. The length of each branch is
determined as the minimum number of elements from the

"base" of the branch to its end, while the width is the
number of elements between the two outside corners at its

end. An indication of the "size" of each is also

calculated by taking the product of the length and width.

Branch elimination order is determined by first

reserving the largest branch for elimination last. The

branch with the smallest width is designated to be

eliminated second-to-last. The remaining branches are then

ordered with the same sequence with which they were

initially identified. Next, each branch is eliminated in

order by numbering the nodes as the branch is scanned
across its width from the outer end to the base. All are

eliminated in this manner except the last (largest) branch.

At this point, the reduced mesh is rechecked for branches

and all branches are eliminated in order, except the last.

This procedure is repeated until only a rectangular domain

remains with the last branch forming three sides. This

rectangle is then sequenced by scanning across its width

but proceeding from the region at the base of the last

branch toward the outer end of this branch.
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EXAMPLE PROBLEMS

The graph theory algorithms and rational approach were

evaluated for two examples. Both examples are relatively

simple two-dimensional problems with four-node finite

elements. Each also contains a variety of branches but no

holes. The jobs were run using EAL on a VAX 11/785 super

minicomputer. This version of EAL also contains the

experimental processor RSEQ. For the automatic sequencer

implementing the rational approach, Joint elimination data

was generated independent of EAL and then incorporated into
the problem input data using the subprocessor TAB/JSEQ.

Figure 8 contains a diagram of the finite element mesh

along with a summary of results for this problem. The data

denoted "none" refer to the case of no particular sequence
being specified. The joints are eliminated in whatever

sequence they happen to be generated by TAB/JLOC. SEQ
indlcate_ re_u!t_ from the bandwidth minimizing a!g _+_

included with recent versions of EAL. The cases designated

RCM, MD, and ND refer to the RSEQ methods of Reverse-

Cuthill-McKee, Minimum Degree, and Nested Dissection,

respectively. Results from the automatic sequencer using

the rational approach are denoted by "Auto" wheras "L.K."

indicates results from sequencing by an experienced user.

The first two columns of results contain the maximum

and average interconnectivity encountered during the

factorization process. Recall that interconnectivity

generally increases as joints are eliminated; hence, lower
numbers indicate less matrix fill-in. The last two columns

are cost indices associated with computer storage and the

number of operations required to factor the matrix and then

solve the factored system, respectively. Note that the

methods of MD, Auto, and L.K. show particularly better

results than the others. Further, all four parameters are

significantly lower for Auto and L.K. compared to MD.

These encouraging results suggest that further pursuit of
more general rational methods should continue.

Figure 9 contains the finite element mesh and

summarized results for the other example studied. The

results are quite similar with two apparent differences.

First, no results were available for an experienced user.

Also, the differences between the top three performers,

Auto, MD, and RCM, are not as large as with the first

example. Nevertheless, the trend is similarly encouraging.
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II il li

Method

none

SEQ

RCM

MD

ND

•Auto

L.K.

Interconnect

Max

24

20

23

19

31

13

12

AvE

15.2

11.3

10.8

8.5

11.2

7.9

7.8

IC1

3162_

17178

16205

9511

17502

7690

7449

IC2

3161

2360

2252

1766

2338

1639

1617 -

Figure 8. Mesh layout and results for example i.
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Method

none

SEQ

RCM

MD

ND

Auto

Figure 9.

Interconnect

Max Avg

41 22.8

20

18

16

33

13

9.3

8.8

8.3

11.1

7.8

IC1

119152

17550

15006

13179

25953

11428

IC2

7223

2949

2778

2626

3532

2469

Mesh layout and results for example 2.
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CONCLUSIONS AND RECOMMENDATIONS

The encouraging results from this preliminary

study of automatic Joint elimination sequencing methods for
SPAR/EAL indicate that further investigation is warranted.

Admittedly, the problems examined are limited in scope and

complexity, but the potential benefits of a successful
scheme seem substantial enough to spur further effort.

One promising method that was encountered in this

study, though not implemented yet, is the one-way
dissection method [7]. This method has found some

acceptance and use in finite element analysis programs and
may prove useful for SPAR/EAL as well. Other avenues that

may prove worthy of pursuit include structural pattern

recognition [8], computer graphics a!gorithms, and even

perhaps expert system applications. With enough time and

attention, the prospects for developing a useful automatic

joint elimination sequencer appear fairly bright at this

juncture.
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ABSTRACT

in the Control .... tems Division ^_ +_o _yotems nynam_
Laboratory of the NASA/MSFC, a Ground Facility (GF), in which
the dynamics and control system concepts being considered for
Large Space Structures (LSS) applications can be verified, has
been designed and built under Dr. Henry Waltes' supervision.
One of the important aspects of the GF is to design an analyti-
cal model which will be as close to experimental data as
possible so that a feasible control law can be generated.

In this study, using Hyland's Maximum Entropy/Optimal
Projection Approach, we developed a procedure in which the max-
imum entropy principle is used for stochastic modeling and
optimal projection technique is used for a reduced-order
dynamic compensator design for a given high-order plant.
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INTRODUCTION

In the Control Systems Division of the Systems Dynamics

Laboratory of the NASA/MSFC, a Ground Facility (GF), in which

the dynamics and control system concepts being considered for

Large Space Structure (LSS) applications can be verified, has

been designed and built under Dr. Henry B. Waites [9] supervi-

sion. One of the important aspects of the GF is to design an

analytical model which will be as close to experimental data as

possible so that feasible control laws can be generated.

There are several approaches to design an analytical model and

generate control laws for GF/LSS. One of them, Hyland's

[1,2,3,4,5] Maximum Entropy/0ptimal Projection (MEOP) approach,

particularly draws our attention and interest.

One of the major problems in designing high-performance control

systems is that of robustness. Maximum Entropy modeling

directly addresses this problem by incorporating into the

dynamic model a representation of ignorance regarding physical

parameters.

Optimal

optimal,

systems.

projection technique

reduced-order dynamic

is used to design quadratically

controllers for high-order

Hyland combined MEOP design approaches and applied to a struc-
tural system having uncertainties in the stiffness matrix.

The purpose of this report is to study the feasibility
applying Hyland's MEOP approach to GF/LSS.

of
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OBJECTIVES

The objectives of this work were to:

(i)

(2)

(3)

(4)

Study Hyland's MEOP approach,

Draw a flow chart for MEOP approach,

Apply MEOP approach to GF/LSS, and

Make comments and recommendations.
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The deterministic analytical model for a

can be described as

X = AX + BU

Y = CX

where

X = [I"11,"ql' "''' nN' nN ]t'

mm

0 1 0

2
A = -_i -2_I_I

t
U= [F, M] ,

B

0 0 1

J

0 0

!

¢I(XF ) ¢1 (XM)

0 0

!

*N(XF) *N (xM)
m,

am

2

C _._

Large Space Structure

(1)

-2_Na _

om

1
, 4pl !Xs), , 0, (_N (Xs_

= generalized displacement

= modal radians frequency

= modal damping
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¢ = eigenvector

!

¢ -- eigenvector slope

F - force input M = torque input

X S = sensor XF = force displacement

XM = moment displacement Y = sensor outputs.

This is a finite-element model of a large flexible space struc-

ture which is, generally, an extremely high-order system. The

size of the model and the coupling between sensors and actuators

render classical control-design methods useless and but confound

attempts to use LQG to obtain a controller of manageable order.

These difficulties motivated MEOP approach.

HYLAND'S STOCHASTICAL MODEL

The high-order, uncertain model associated with (i) can be stated

as:

P P

= (_ + X (%iAi)X + (_ + X (%iBi)U + W1
i=l i=l

P

y = (_ + 7. (%iCi)X + W 2
i-i

(2)

where

(%.
l

Ai,Bi,C i

W 1

W 2

= nominal dynamic matrices

= zero-mean, unit intensity, uncorrelated white

noise

= uncertain patterns

= disturbance noise, a Wiener process

= observation noise, a Wiener process.
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Uncertainties in the dynamics matrix, A, the control input
matrix, B, and the sensor output matrix, C, are all modeled vld
the maximum entropy approach [6,8].

The object is to design a lower order dynamic controller wlth
state X (dim XC < dim X) by choosing the controller matrices AC,
BC an_ C_ so as to minimize the indicated quadratic performance
criterion _escrlbed as follows:

XC = AcXc + BcY

U = C C X C

(3)

with performance criterion:

J(Ac,Bc,Cc) = lim E[xTRIX + 2xTRI2 u + uTR2 U]

where R,, R2, R,z are penalty matrices.

OPTIMAL COMPENSATOR GAINS

Determination of A , B C, and C_ requires that we first_ solve the
basic design equations (4) fo_ the quantities Q, P, Q, _, and T.

T u

" -I- T _ -i- T T
-QsV2sQs + TIQsV2sQ s TI

o:_ ÷_ +_x +_ ÷_- _sV_s__-%vh_

T -i" T-- T -I"

"_S R2sPs + T1 PS R2sPsT1

- -I_ T -_ -i_" T
0 = (AS - BsR21_S)_ + _(A S - BsR2sP s) + QsV2sQs

-- -i T T

- TIQsV2sQ S T I

(4)
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o-- (As ., -i )_+_(A s- QsV2sCs

,iT_ T-I _"
- 1 YS R2sPsTI

S S S S a2SYS

where

_' A A a

Rank Q = Rank P _ Rank Q p = NC

• T 1 = IN -T

# means a group generalized inverse.

_A

Qe--G_r, rGT__INC

_.Jr P QA T _Q..AQA- -- I A B =
i=l i i '

P

Z AiQB i, etc.,
i=l

A S = A + ½ _2,
BS = B + ½ AB, CS = C + ½_k _,

R2 S = R2 +_T(p + _)_, V2 S = V2 + _(Q + _)'_T

Qs = QCsT + v12 + _(Q + 8)_T

_" BsT P TPS = + RI2 + _T(p + _)_
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V, = intensity matrix of W,.

V2 = intensity matrix of W2

V,_ = E[w,wT].

Notice that the first two equations in (4) are Riccati

and the last two are modified Lyapunov equations.

After (4) is solved, the controller gains can be found by

equations

Ac-_r(As-BSR2sPs-I---_SV_Cs)J

PROCEDURE OF APPLYING HYLAND'S MEOP APPROACH

There are two phases in applying Hyland's MEOP approach to

GF/LSS. The first phase is modeling and the second phase is

solving matrix equation (4). The following chart will describe

the procedures applied on those two phases.

MODEL BUILDING PHASE

DEFINE UNCERTAIN PATTERNS, AI,BI,CII
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USE MAXIMUMENTROPYPRINCIPLE TO DETERMINE
THE PROBABILITY LAW OF _I

J.
[sET_PSTOCHASTICMODE,.._2_

SOLVE MATRIX EQUATIONS PHASE

I DETERMINE THE ORDER OF THE DESIREDLOWER-ORDER CONTROLLER
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CONcLUSiON AND RECOMMENDATI _'_,

MEOP approach has many advantages including:

(I) By using the maximum entropy principle, the probabil-

ity distribution which maximizes a priori ignorance must be the

least presumptive (i.e., least likely to invent data).

(2) Hyland proved that the stochastic model induced by

the maximum entropy principle is a Stratonovich multiplicative

white noise model.

(3) Optimal projection equations (4)

covariance, cost matrices, and provide

standard LQG theory.

are in terms of

a generalization of

(4) MEOP imbeds stochastic effects in the model to begin

with. Therefore, the system keeps its linear property during

the whole process.

There are some obstacles in applying MEOP approach too.

are:

They

(I) No definite rule to determine uncertain patterns.

(2) Need to verify _T is white
resulted stochastic model is _easible.

noise to insure the

(3) The criterion of determining the desired lower-order

controller is not specified.

(4) Feasibility of existing algorithm for solving matrix

equations (4) needs to be confirmed.

In all, MEOP is an advanced approach which combines maximum

entropy principle and optimal projection technique to generate
control laws for Large Space Structures_ It is a highly

sophisticated but theoretical proved method. The authors think
the future of MEOP is very bright and strongly recommending

having an in-house package for MEOP developed.
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by

Wartan A.Jemian, Ph. D.
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ABSTRACT

Weld radiograph enigmas are features observed on X-ray

radiographs of welds. Some of these features resemble indications of

weld defects, although their origin is different. Since they are not

understood, they are the source of concern. There is a need to identify

their causes and especially to measure their effect on weld mechanical

properties. A method is proposed whereby the enigmas can be evaluated

and rated,in relationto the fullspectrum of weld radiograph indications.

This method involves a "signature"and a magnitude that can be used as a

quantitative parameter. The signature is generated as the difference

between the microdensitometer trace across the radiograph and the

computed film intensity derived from a thickness scan along the

corresponding region of the sample. The magnitude is the measured

difference in intensity between the peak and base.line values of the

signature. The procedure is demonstrated by comparing traces across

radiographs of a weld sample before and after the introduction of a hole

and by a system based on a Macintosh mouse used for surface profiling.
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INTRODUCTION

The structural aluminum alloys in the space shuttle external tank are joined by arc
welding. Oneof these processesis relatively new, and produces welds that are free of visual
defects. However, to the consternation of every concerned person, weld radiographs
occasionally show indications (visual features) that resemble those of some defects. Detailed
study has shown, so far, that these indications are not related to defects.

The weld radiograph engirna, (WRE), was found to be any of a number of visually
observeddetails of fine structure in an X-ray radiograph of a weld ( 1). The following figure,
which is basedon a previo_ report illustrates the relative magnitude of "enigma" indications.
This figure is a microdensitometer trace across the weld radiograph in the region with the
enigma indications. The arrows mark the features of the trace that correspond to the positions
of the indications. The designationscorrespondto the "light 1i he" and "dark 1ine" designations
commonly applied and the numbers are the values of the film denoity at the principol point of
the indication relative to the value in the surroundi no region.

"3
U)
c-
CO

{:3

E 2

I.l_

light, 0.09
light,0.05

t-_dark, 0.05

I ! I

0 1 2

Position (inches)

Figure I. Microdensitomater trace across radiograph

of weld containing enigma indications.

There are numerous references to enigmas in connection with welds in a variety of alloy

systems and in connection with a variety of welding methods (2). The curves of Figure 2,
which are basedon the same previous work, provide contrast between the enigma indications
and indications of true weld defects. The lover curve is a reproduction of a microdensitometer

trace acroso a radiograph of a TIG weld with a centerline crack. The intensity increment,
above the b_e line, is 0.50 intensity units, k procedure ,,,as usedto eliminate shape effects,
thus effectively straightening the base line, with the result shown in the upper curve. The

"signature" of the centerline crack is, therefore, a single, pronouncedpeak on a featureless
base line. The magnitude of this indication is computed as 14.25 pixels on the scale of the
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computer screen, or O.SOintensity units.

In

I

=-

e_

IVC: TIG WELD with centerline end crack

signature

crack, 0.50

radiograph
profile

Oistence Across Ridiogreph

Figure 2. Microdensitometer trace and signature

of radiograph of weld with centerline crack.

The WRE presents a problem in welding structural members for space vehicles since it forces
the acceptance of structures over which there is a degree of uncertainty. The production

............................... •gu, '., ! ¢;pI ¢;Ol_lltattV¢: UI I.;UI r _111, practice.

The weld is tested by dye penetrant and radiography. Any indication from the dye
penetrant test requires repel r veldir_, without further question. The repotred portion must
be put through the entire test procedure. If there are no due ponetrant indications, meaning
that there are no cracks that contact the surface, the radiograph is examined for any
indications. If there are none,the weld is accepted for Use.

If there are radiographic indications, the indicated portions are inspected by
ultrasonic reflection techniques. A positive indication from this test procedure is regarded as
evidenceof lack-of-fusion, or other serious structural discontinuity andthe defective section
is repaired and reinspected.

If there is no ultrasenic indication, the appearance of the radiographic indication is
considered. If any is found i n the category of a straight line feature, it is repotred. If not, the
weld is accepted. With either alternative, there is doubtabout the decision. On the one hand,
there is the possibility that an unnecessary repair was made. On the other, there is the
possi bilit.u that a weld of unknownquality was accepted. The problem is that someindications
are so positive that the question remains whether the weld is structurally acceptable. The
solution to the problem requires that the cause be understoodand second that the effect on
properties, specifically ondesignallowables, be understood.

Specifically, a knowledgeable b_is for the acceptance or rejection of welds in flight
hardware and other service structures is needed.
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MAKE WELD

IIO

_yir s

_1 NO

Figure 3. Weld inspection procedure.

The direct approach to a solution of the enigma is to understandthe occurrence of each
type and to measurethe effect on veld properties. This can best be accomplished by relati nOa
property of eachindication to veld properties. This report presents a plan for each of these
gnals. Theobjective is to developthe theory of the _veldradiograph enigma in special relation
to YPPA velded 2219-T87 plate andto establish the effects on mechanicalcharacteristics.

The experi mental activity involved exami nation of indications as they vere reported,
veldino and examining a series of panels prepared, using current veldino practice and

developino a methodto reveal the signature associatedvith each indication.
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EXPERIMENTAL PROCEDURES

Materials

The principal interest is in the 2219-T87 aluminum alloy plate and 2319 filler

vire that is normally used in fabricating the space shuttle external tank. Thesealloys havea
nominal composition of 6.3% copper, by veight, as the principal alloying element and a
variety of minor elements to achieve specific properties. The compositions are listed in the
previous summer research report ( 1).

Welding

Thegeneral conditions for productionveldt ng0.5 inch plate are to clamp the platesin
a vertical position vith the tvo plates in contact, held together by manual TIG veided end
piecesfor starting and runoff. A 5/32 inch tungsten electrode, 5/32 inch orifice, 3° lead

angle and 3/16 inch key hole are specified. Specific conditions for the root and cover passes
glt_ Ih)tl_U III tClOl_ I.

Table I. Welding Conditions.

Control Root Pass Cover Pass

current, amps 200 160

voltage 27 22

wire feed, ipm 25 25

P I, CFH 2 2

P2, CFH 5.5 off

welding speed, ipm 7.5 5

shielding gas, CFH 60 60

The panels are mounted,the torch is positioned,adjusted and the sgstem is alloyed ti me to

cometo steady state. Welding is initiated and completed. The factors that can differ from panel
to panel are pri maril y ambient conditionsin the shop vhich can affect the temperature of the
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fixture and the panel. It is also possible that _lj usteble parameters may bevaried, such as the
attitude and offset of the torch. These factors rill ¢ontri bute to the thermal distri buUon.

Another factor is the composition of the shieldgas. It has beenreported (3) that minor
impurities, i ncludino moisture, affect the surfacetension of the liquid metal end in turn affect
the direction of motion of the liquid in ii_eveld pool. This haso...........v, ,,,,,,,,,,,,_,,,",,,,_,,,'**'^*,,,,^"+h,,,,,,

solidification pattern and the rssulti no reinforcement shape, microstructure and properties.
There is general information about the effect of veldt novariablss on veld structure, but there
is nospecifc information about the effect onthe structure of YPPA velds on 2219-T87
al uminum.

Radiography

The procedure of X-rag radiogrePhUi.nvo!ves the phusical arrangement of the sheet of

fil m i n direct or near contactvith the raided panel and the X- rag source offset approxi matelg
40 inches from a central point of the weld. The area of the source is controlled to be of the
order of 0.2 mm in diameter. Therefore the angle of incidence and the intensitu of the
radiation varu at each potnt onthe panel. The i ntensitu varies i nverselu vith the square of the
distance from the source.

A number of physical processes occuron passageof the radiation through the material.
The general interpretation of radiographs is based on shader contrast, vhich depends
primoriiu on linear absorption described bu Lembert's lay, I = I=e"_x, vhere I= is the

i ntensitu of the incident radiation, I is the transmitted radiation and x is the length of the path
through the reid. Additiormllu there is the possibility that certain chemical species rill be
activated bu the energu of the incident beam and, in turn, act as sources of secondaru
(fluorescent) radiation. A third general process is constructive, or destructive interference
of scattered radiation to enhance or further attenuate the transmitted beam. There are also

possible refraction and reflection phenomenathat might occur. Each of these factors mau
produce e non-uniformitu in the radiation that passes through the panel to darken the
emulsion of the film.

Finellu, the poseibleeffects of the emulsion characteristics must he considered, slang
vith the development conditions. Thesefactors maU enhanceor suppress features of the latent

image or produceartifacts that have no relation to sample condition.

The term indication vii1 be usedto refer to those features that are observed in the

radiograph. Most of the indications are related to the shape of the veld endconfiguration of the
plate, some indications maU be anomalousor unexplained features origination from some
contion i n the veided panel or theu mau beartifacts.

It has been foundto be useful and informative to obtain a microdensitometer trace

across the veld radiograph (1). The initial application demonstrated the information
available in relation to several velds selectedfor that purpose. Seefigures 1 and 2. It rill be

shorn that this procedure mau be a valuable tool to interpret indications that are not nov
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clearly understood.

Specimen Profile

A system of computer programs has been written in BASICto utilize the Haclntosh
mousein tract nO,digitizi no and recordi N the coordihates of ali nc around the surface of a test
bar. The mouseis the common name of a hand held cursor control for the microcomputer. As
it is rolled on a fiat surface, signals in two orthnoonal components, ere transmitted in
proportion to its position. Thesecoordinatesare available to a BASIC program. BU9uidi no the
mouse alo_ the surface the shape of the specimen in the region of interest can be stored and
used to compute the intensity of the transmitted radiation through the specimen and the
derkeniN of thefilm. This, in turn, is usedto eliminate the specimen shapeeffect from the
weld radiographto reveal the signature of the indication.

The mouseorientation is controlled by attachment to a long tube that is pivoted
through a TEFLONpost. The end of the tube that is attached to the mousealso supports the
stylus, which is a small bolt with a conical end. The measurement is made on the specimen
that is placed in a standard position, by lightlg dragging the mousewith stulus against the
surface of the sample while depressing the mouse button. A stop is provided to start the
profile from a reproducible, correspondinoposition on eachside of the specimen. The profile
is boldltj displaqedon the screen bu circles centere.dnn _P.h rnp.,_llr_d nni_t Th= Qr_r,_M

between data points is regulated bLjthe program. The procedure involves readi no poi nts from
the front surface, resetti no the sample and program then readi nopoi nts from the back surface.

Equipment is commerciall Uavailable to perform this function with a greater degreeof
precision and reliabilitu on welded panels andtest bars.
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RESULTS AND DISCU5510N

6eneral Enigma Theory

The followingisa llstofa number ofthemany Indicationsthatincludeenigmasaswell

asdefacto.

• back beadcontour, (BBC)

• classic enigma
• straightline indication
• whitellne

• darkline

• comblnetion
• undercut
• lack-of-fuslen

• crack

The method of thls InYastloetlen Is to determine the effect of the Indication, reoardless of
specific type, on the mechanical properties. Two steps must be taken to carry out this work:

• define a parameter to represent the "Intensity" of the Indication

• define a procedure to measurethis parameter"

the indication visual contrast, (IYC), across the weld radlooraph is proposed as such a
parameter. IYC is the variation of film Intensity (darkening) that Is above the vorletlon
attributable to weld thickness variation. It was Introduced In figure 2 as the signature of the
indication. Theseadditional factors Include:.

am/hidden shape, suchas internal crack or pcraslty,
chemicalsegreoetlon

andsample texture.

The experimental procedure to measure the IYCmakes use of two finely spacedprofiles along
the same line. One of these is a mlcrodensitometer trace across the weld rodlooreph and the
other is the thickness trace ecrcas the correspondingline of the weld. The X-roy intensity
computedon the beslsofplate thickness isthensubtracted from the measured intensity across
the radlooraph. The remainder is due to these other factors. Note, that it is poaslble to
substitute e sensltlYe, direct X-roy detector profile across the panel, along the same line as
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the thickness profile. The features of this procedure are illustrated in figure 4.

ET-6-4C

Signatur_

Figure 4. Derivation of the IVC signature from the weld

radiograph microdensitometer trace (top curve) and the
intensity profile due to sample shape (represented by
the middle curve, which is a microdensitometer trace

of the radiograph of the sample before
introduction of the defect).

In this experiment, a number of test bars were cut from panel ET-6. The cut pieces

vere reassembled and radiographed and the section representing test bar ET-6-4C was
profiled across the weld using the microdensitometer. This result is shown as the central
trace. After making the radiograph, a hole was drilled through the fusion zone, parallel to the
veldir_] direction and the radiograph yes repe_ted. The microdensitometer profile of the
correaponding line across the radiograph was alao made. This is shown as the top trace above.
It is very obvious where the film was darkeneddueto the reducedspecimen thickness. In fact,
the resulting intensity of film blackening was toogreat to be measured b,=lthe densitometer.

The third trace shows the point-by-point difference between the two traces. These
traces are computer drawn from the microdensitometer data. The features of the third curve

are the straight base line along the region where the two radiographs are unaffected by the
hole drilled into the specimen for the second determination. This experiment illustrates the
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cal_bilities of the procedure. In the procedure that is recommendedand demonstrated in a
following section, one trace is to be computedfrom the thickness trace of the specimen. The
difference between the two traces willthen truly represent those features in the indication
cateqoru.

The presentation that follows is subject to overvhel mi noexpert mental li mitatione due
to the nature of the equipment that was used. It must be understoodthat there are many
sources of error in procedures involving radiographs. These include conditions of exposure,
alignment of the source, positioni noof the film and orientation of the speci men. The curves i n
figure 5 illustrate the effect of using X-ray film from different manufacturers (there is no
intention to indicate preference). The curves are shown separately andclose ingather. The
original film was manufactured by the Kodakcompany and the exposure was made in Hay. The
more recent radiograph, made in August, after the test bars. were cut, utilized _fa-Gevaert
film. The two traces are along correspondinglines. The choiceof film is made onthe basis of
cost.

Agfa - Gevaert

ET-6-4C-_*-_-_ __

\\ / Kodak

Figure 5. The effect of film characteristics on the
microdensitometer trace across panel ET-6.

Classical, straight line, dark line and white line indications have been identified in
relation to radiographs of welded 2219-T87 aluminum alloy. Hattheessen (4) described

these astwo types. The classic enigma alvags appears at a small angle to the weld center-It ne,
is always slightl y curved, al_ys shows as an i ndistinct dark shadowwith accompan_ nolight
halo, usually disappears when the radiation angle is varied +15 ° , and may vary in intensity.
The Straight Line always appears on, or parallel to, the weld centerline, is al_ys straight,
generally distinct, may be dark onlg, light only, or combined, light indications anddark/light
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combinationsalwaysappeartoonesldeoftheweldcanterlIne,clerkIndicationsme/appearon
weldcanterllne or tooneside.The Indicationchangesshapewhenthe radiationangleis verlad,
it usuallydoesnotdisappear,andmayvery in Intensity.

Multiple Diffraction

The problem Is to determine the nature of the pattern that Is producedon e
radiographicfilm duetothe interactionof thebread, IncidentpolychromatlcX-ray beamwith
the thick, polycrystalllne,textured sample. The fine structure in the lmge Is due to reel
features of structureIn thespecimen.ThereIs continuingevidenceto supporttheobservation
that bethclerk, ll_t andcombinationfeaturesere present In weldradiographsandthat these
featuresare not clearly ettrlbutsble to absorption(Lambert's law) an(Ishadowformation
alone.ThephysicalmecI_nlsmInvolvedIntheproductionoftheIndicationonthefilmmay be
dueto e variety offactorsas describedIn the previousreport. However, It is believedthat
specialattentionshouldbegivento multiple diffraction.

There existsa spectrumof severity with the least pronouncedfeaturesrelstad to
conditionsin thespecimenthat donot effect engineeringpropertiesandwith real defectsat the
otherextreme. A or|r_i_l nnnl tn fh]_ rncu=_u-nh t_ fn _rk_noaAf,,Ko _=_e-iha e,_e_4hla ¢_a,I, .... (,_

f -" e ............ V'l_W=W _ Iw _,J_IWI_ IlgedlP*M! N III

relatlonto this scale.Theeffectson mechanicalbehaviorwill beleft for separatestudy.

Theoomposltlon,mlcrostructure endtexture of the sampleplay a major role In Image
formation. Most experimentalwork, in relation to physicaltheory, has beenperformedon
Ideal single crystals with smell dimensions. Chang(5) revlews multlple diffraction In
relation to n number"of peremstersthat ere of Interest In the radlograpby of thick samples.
Healso indicatesthat research has been performed with compositionalvariations and on
polyorystols.

Recentwork by Dlng(6) shows that only small changesIn weldingconditionsresult
In theformationoflarge,dendriticgrains in the fusionzone. Dlngdevelopedexeoooratadgrain
sizesin the root passby coolingthe panelwith o stream of coldargongasImmediately behind
the plasmaJet at the beckof the weld. Rummellfoundthat large, oriented grains favored
enigmaformation (7). He related the dlffr_¢tion effect to the formationof a dark line,
probably towardsthe sideof the fusion zone. However,the theory of multiple diffraction
providesanexplanationfor cantorlineIntensification.

The mostconvenientmethodto represent simple endmultiple diffraction is through
the useof the Eweldconstruction. In this method, the Incidentradiation is represented by o
vector,So,of length1/_., whereX is thewavelengthof the radiation. Thevectorpointsin the
directionof propagation.Thevectoralso Is the radius of e sphere, which Is representedbya
clrculer traceonthedrawing. This Is calledthereflecting,or Ewaldsphere. Thepoint where
Socontactsthesphere is elsetakento bathe locationof the centerof the reclpro_l latticeof
thesample. Thereciprocal1atticaIs strictly a conceptualdevice. Every real crystal hasan
assoclatadreclprecel lattice. Eachlattice point, of whlch there ere an unlimited number,
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represents a set of cr_tallegraphic planesin the real crustal. The radius vector, from the
origin of the reciprocal lattice to a given point, is perpendicular to the planes of that set and
hasa length that is the reciprocal of the interplanar spacing.

The Evald construction is illustrated in Figure 6 for the simple diffraction condition

of a crustal aligned for diffraction in the direction of the $1 vector. The diffracted beam

sctua11ucomes from the sample, vhich is oenera11Urepresented at the center of the reflecti nO
sphere. The reciprocal lattice is aIva_ oriented in alignment vith the orientation of the real
crustal. The principal relation of the Evald construction is that the diffraction conditionsare
satisfied, and a diffracted beam is produced, for each point of contact betveen a reciprocal
lattice point and the reflecting sphere. This construction supports simple visualization of the
conditionsfor diffraction.

reflecti no potnt on sphere
sphere /

" reciprocal
-lattice poi nts

\ io; ro  ,,.,,,,o

Figure 6. Ewald construction for simple diffraction.

The next figure shovs the Evald construction for a pol_chromatic X-ray beam. The

spectrum of the radiation, vhich is tupical of that usedfor radiegraphu, is sho_,n at the right.
A dotted line is dravn acruss the spectrum to mark the level of discrimination and the tvo
extremes are marked as 1 and 2. This same notation is usedto indicate the Evald sphere that
is related to each. Since the radiation is continuous bet,veen these tvo limits, the Evald

diffraction region onthe di_ram lies betveen the tvo corresponding circles, and is filled vith
dots. A large number of reci procal lattice poihis rill nov satisfu diffraction. OnlUtvo of the
additional points are shown, but the pattern can be extended to cover the total Evald figure.
Each point farting vithin the dottedregion will accountfor a diffracted beamfrom the sample.
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point onsphere

" " "reci procal

;;;i;iii;iii;i!iii;i;i;i::.. origin
I.

Figure 7. Ewald construction for diffraction using

polychromatic radiation as represented

in the figure at the right.

A polgcrystalline sample is represented by an appropriate enhancement of the

recinroc_l lattice The rp.r.iprnr._l l_ttir_ nf n tHnlr_l H_=n_l_-itlt,................ _.,,_1_1f,.o_ zone I_," _11,.6_=.,,+_A.,_u_su_u

inthefollowingfigure.Thisisa ratheridealstructureinwhich thedendritesareallaligned

with their axes (the easy growth direction) parallel to the transverse axis, marked t, but
with no restriction on orientation about this axis. This is a "fiber texture" aligned on t. The
reciprocal lattice points for a large group of dendrites with this texture are arranged,
sL.Immetricall .u in circular arcs. Onlu two are shown. There will be others in the w-v plane
as well asthose in general locations.

"°'°O.Oooo..ooo...

,°o°°°° °o ...o°'"°'°°°'

W o...

Figure O. A portion of the reciprocal lattice of the dendritic

structure of the weld fusion zone.
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The coordinate axes are labeled w, v, t to represent the welding, transverse and vertical
directions, respectivelg. A sketch of a typical test bar is shown in the background. The
orientation of the reciprocal lattice circles is representative of the tgpical dendrites that
point into the weld center from the I-IAZ. If the dendrites grow from the base, the axes shouio
be interchanged so that the circles are oriented with the axis upward. The circles are
generated bv rotating the reciprocal lattice for a single crystal about the appropriate axis,
which is the axis of orientation freedom for the structure.

Weld radiograph enigma (WRE) features ere narrow and elongatedin the welding
direction. Any theory of WRE formation must provide for this geometry. Therefore, broad
angle scattering must not overlap to obscure the linear features. The WRE must either be due
to a li near feature in the weld or to X-rag scetteri ng that producesli near features. In the case
of the structure of figure 8, referring to the Ewaid construction, it can be seen that the
×-raw, norma11V directed along v in the negative sense, intersect the reflecting region
between the limiting spheres along arcs. This accounts for lines of diffracted radiation
generally aligned in the welding direction. These, however, are directed avag from the
direction of propagation and contri buts, primarily to the backgroundof the radiographic film.

In a sufficiently thick sample, the diffracted rags can themselves serve as incident
beamsfor subsequent, secondary diffraction. This is depicted in the figure g which shows the
situation in which two reciprocal lattice potnts fall simultaneouslg on the reflecting sphere.
In high symmetry crystals, such as FCC aluminum, such symmetric relationships are
common. In this case, the two diffracted beams, St and 52 satisfy diffraction conditions
between them for either to act as the initial beam and the other as the diffracted beam. The

secoriderg diffraction, Sz, is parallel to the incident beam, Se.

refl ecti ng

sphere S 3 .i__

Figure 9. The general condition for multiple diffraction.

XXV- 13



Fricke & Gerald (8) and Thomas & Franks (9) gi_ examplas where a small misorientation of
the dendrites from the ideal <100> produces broadenino of the central beam. This effect can
contri buts to the classic enigma, for example.

The structural condition of the sample is still of primary concern. Thesediffraction
effects dependon special sample conditions. First, the sample must contain large grains or
clusters of closely oriented regions, such as the dendrites that are just slightly misaligned.
The misalignment can also be provided by a variation in alloy content. This has the effect of
altering the diffraction angle (it varies the spacing of the reciprocal lattice points, thus
requiring a small reorientation to keep diffracting points on the reflection sphere). The
misorientation betweendendrites in the fusion zone can arise duri ngsolidification dueto small
compositional and thermal variations. 6 more likely cause is plastic deformation occurring
during coolino of the nevlLj solidified alloy. This distortion will have a direct effect on the

orientation in the deformed region and will also affect the orientation of the continuing
dendritic growth. These effects may be cummulative. Any enigma associated with such
structural features will have an associated alteration in mechanical properties. The hardness
of the fusion zoneis known to be lower than that of the parent metal or HAZ. The controlling
parameter is recognizedto be the seconderg dendrite branch speci ng.

The pronounced emphasis that is placed on the microstructural condition of the
specimen by mostinvestigators indicates that more information is needede_boutthe effect of

welding parameters on microstructure in TIG and YPPA welded 2219-T87. A parametric
study, dedicated to this objective will provide useful and necessary information.

Enigma Production

Table 2 is a list of indications, and their occurrences out of 1259.5 inches total weld

length of the ET series panels. These panels were welded or, three fixtures under the

conditions describedabove and subjected to ×-ray radiographic inspection only. A number of
indications were marked on the film. These were examined, measured and found to have the

following occurrences. It was found that all li near indications, excepting the classic enigma,
were dueto back beadcontrast.

Weld Radiograph Screening Procedure

The procedurefor deferral niN the signature and m_nitude of the indication req_i res

two profiles. The specimen thickness profile has been briefly described and the
microdensitometer profile of the weld radiograph is made using commercial equipment. A
search was madeof available profiling facilities at this location, but nonewas found that could
generate and store coordinates automaticallg: h number of profilers produce digital
indications of the position of machine tool components, but are notdesignedto follow or trace a
contour, and the coordinates must be manually copied from the display. Therefore the
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Macintosh computer yes adoptedfor e preliminary demonstration. Hoverer, equipment is
commercia11U available for this purpo_. The procedure usedon the Maclntush is described
along vith some of the preli mi narg results. Three computer pr_rarrrs were written i n BASIC
to i mplement the operations.

Table 2. Summary of Indications in ET Panels.

INDICATION DIMENSION TOTAL PERCENT

Undesi gnat ed inches 172.4 13.7

white line " 225.0 17.9

classic enigma " 21.3 1.7

undercut " 59.2 4.7

lack-of-fusion " 30.3 2.4

pinholes count 17 DNA

misaligned " 2 "

tungsten inclusion " I "

In the first step, the front and .backsurfaces of e test bar are traced along coordinated

lines. Theu are on opposite surfaces of the test bar and started from opposing points. The endof
each trace is independent of the other. Figure i 0 is a copu of the image on the screen after the
two traces have beenmade.

In this illustration, the right handtrace _vasmade first along the front surface of the
test bar. The circles are each centered onthe potnt representing the position of the mouse. They

are used si mpl y as an easu to observe feature to facilitate the mouse control. If the ci rclee are
notevenly spaced, or closeenough, the run is termi hatedand repeated. The trace of the back side
is displayed to the left. The last point is underthe cursor image (arrow). The other features
are for program control. The next step in dataprocessing is the inversion of the back trace and
translation into the proper position in relation to the front trace at the correct spacing. The
result of these operations is shown in figure 11.
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(ile Edit $(_.al'(l_ Run Windows

IVC

5:]2:D3

i

I

0

Figure II. Macintosh screen with data input display.

In this vie,,/, the tvo traces have been reassembled. The third trace is the thickness

profile computed from the shape. The mouse diractional guidance system is necessary to keep
parallel traces parallel. In the system used, the mouse is constrained to a direction radiating
from a fixed point. As long as the surfaces betngtraced are aligned along radial directions, there
is noerror in alignment of the traces. The final step of combining the above trace vith the
microdeneitometer trace is ill ustrated belo_.

Microdensitometertracesvere madeoncorrespondingregionsof radiographsof panel
ET- 1, vhere classicalenigmafeatures _,ere indicated. Theseradiographsvere of the Kodakand
Gevaert types. Thethicknessprofiles were madeonthe cut piecesfrom thesetvo regions. The
test bar numbers are ET- 1- 1E and ET- i -2E. The codesand their descriptions, associatedwith
thesespecimeno,aredescribedin thetable :3.
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OF POOR QUALITY

r ib File Edit Se,_}'(l_ Run Windows I_ !:57:51"
I

_ IIIC reod ................... '.......i L' i Ir ill _ ................. "

--n

Figure 12. Macintosh screen showing weld bar shope (right)
and thickness profile (left).

Astep vedge,madeof the samealuminum alloy (2219) vas usedto calibrate boththe
microdensitometermeasurementsand theborizontal andvertical acale factorsof the thickness
profiling system. Since it vas observedthat the film intensity varies markedly vith
manufacturer, exposureand processiNconditionsas _/ell as the conditionof the sample, a
sampleexposurevith thestep vedgevasmade. The curve in figure i 2 shovs thevariation of

film densityas a functionofthickness.
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Table 3. Data Codes and Their Descriptions.

CODE DESCRIPTION

ET- I

ET-I-IE

ET- I-2E

etl le

et 12e

tr4

tr5

tr6

tr7

tr4s

tr5s

tr6s

tr7s

welded panel

Filecontaining thickness trace from test bar ET- I- IE

Filecontaining thickness trace from test bar ET- I-2E

Filecontaining thickness trace of ET-I-IE

Filecontaining thickness trace of ET-I-2E

Program with microdensitometer data of ET-I-IE (K)

Program with microdensitometer data of ET-I-IE (G)

Program with microdensitometer data of ET-I-IE (K)

Program with microdensitometer data of ET-I-IE (G)

Filewith microdensitometer data of ET-I-IE

Filewith microdensitometer data of ET-I-IE

Filewith microdensitometer data of ET-I-IE

Filewith microdensitometer data of ET- I-IE

(G) radiographmade with Gevaert film

(K)radiograph made with Kodak film

A microdensitometerprofile yes madealoN this radiographunderthesameconditionsusedfor
the weld specimens.Gevaertfilm ,,/asused.Asurfaceprofile wasalsomadeof this step vedoe,
from vhich thescalefactors vere determined.Thesecalibrationfactorsvere then enteredinto
theappropriate computerprogramsfor scaling.

ThethirdBASICprogramreadsthicknessprofile andmicredensitometer data,displa_
the tracessimulteneouslg, to the samescale, onthe screen, provides a mechanismfor manual
alionment andfi nelly performsthecomputationfor the signature. 5i ncethe precision ofthetwo
profiling systems are so different, the result is not as satisfying, nor meaningful as the
comparisonsmadebetveenradiographictraces. Hoverer, certain features of the methodare
illustrated.
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Figure

6

5

4

3

1 J i m I I i 0 I "_---O r

0.1 0.2 0,3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1
thickness(mohes)

13. Film darkening as a function of specimen thickness.

In the fi rat example (figure 13) the microdensttometer trace i ncludeda film marking
made by the radiographer. The thickness profile does not match the dimensions of the other
profile, principally due to the laroe size (_0.005 inches A.,,.. _ ,,.rau, uSl of ,,,e tip of the ^,..1...olv, uo, for
which no correction was made. Another source of error in the thickness trace is in connection

vith the simplified data processin(j procedure that vas used to coordinate intensity values at
poi nts that did notexactly correspond to thosepalnts alono the traces of the two sides.

signature

film

shape

Figure 13. Signature generation.
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A si miler error was introduced in converting the thickness profile to X-raw i ntensitu,
using the intensitu values from the step wedge. The curves of figure 13 show that the features
of the signature are related to the features of the two profiles. The example shown in figure 14
matchesthe same thickness profile with the features of the radiograph madewith Kodakfilm.

etl le
/

tr4s

signature

film

shape

Figure 14. Signature generation.

The backgroundexposure saturated the film, with respect to the deneitometer. The details in the
weld, however, are clearlu disolaued_ The r_sgltinn _innRtHr__ i_ mlmh rnnrJ r=..l_- Th_
qualitg and significance of the signature is dependent, of course, on the alignment betweenthe
two profiles. This alignment includes both endsof the pair of traces.The next two sets of traces
relate to the secondenigmacontainingtest bar from panel ET- 1.

signature

film

shape

Figure 15. Signature generation.

In figure 15, the details of the HAZ and base metal are included in the signature in reference to
the saturated regions of the original radiooraph. The signature across the region of the center of
the weld showsthat the accumulated errors obscure any meantngful interpretation with respect
to radiographic indications.
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et12e

tr5s

J

/
signature

film

shape

Figure 16. Signature generation.

Thelast set of thefour, referrino to theolderfilm vith saturated basemetalregions, appearsto
betheleastobscuredbgproblemsassociatedvith markinOson the fil m, alignmentof thetraces,
etc. It confirmstheaccumulatederrors but indicatesthe possibilitiesin the method.Theregion
acrossthecenterof thereid indicates a type of retch betweenthe tvo profiles.
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CONCLUSIONS AND RECOMMENDATIONS

The weld radiograph enigma must be treated a_ 8 part of the spectrum of indications
that can be observed. There are numerous reports of a number of these indications, with as
many interpretations. The most significant and immediate need is for a method to reliably
interpret the possibleeffect on mechanical properties. In this report, a method is explained
that provides a meansto represent all weld r_liograph indications on a commonscale that can
be usedto interpret production data. This system can also be usedin a program to quantify the
relation of the indication to weld mechanical properties. The method involves the
determination of the signature of the indication and its magnitude. The signature is graphical
display of the difference between the rnicrodensitometer trace of the weld radiograph and the
trace computedfrom the thickness profile acrossthe same region. This net trace represents
all features excepting the thickness variation, which is directly apparent. Each tgpe of
indication will havea characteristic appearance abovethe baseline that is expected for a weld
of uniform structure. The maximum magnitude of the deviation from the base line is the
numerical parameter that ischaracteristic of the indication. Preliminarg measurements
indicate that defects have a mognitude that are more than S times that of typical enigma
features, Since this isa report of a surve_j, itisstroNl_J recommendedthat the following
activities he mlr.q,P.d J n rp.l_tinn tn TIP..nrl VDD_. s._=l,,laql 0")t o_'r_-_ ,,tl^,,

r -, "_-_ ..... _" ....... .. i ,v _.l_ I i i ii wq,.e_l_,wai K. ri. i _" i _ i gl Igq_.

• Evaluate the effect of veldi ngconditionson weld microstructure.

• I)evelop methodsto produceeach enigma type.

• Evaluate the effect of eachon mechanical characteristics.

• Develop the theory of eachfeature.
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DEVELOPMENTOF AC IMPEDANCE

CORRODINGMETAL SURFACES
AND COATINGS

by

Ward Knockemus
Professor of Chemistry

Huntington College
Montgomery, Alabama

ABSTRACT

In an effort to investigate metal surface corrosion and

the breakdown of metal protective coatings the AC

Impedance Method was applied to zinc chromate primer

coated 2219-T87 aluminum. The Model 368-1 AC Impedance

Measurement System recently acquired by the MSFC Corrosion

Research Branch was used to monitor changing properties of

coated aluminum disks immersed in 3.5% NaCI buffered at pH

5.5 over three to four weeks. DC polarization resistance

runs were performed on the same samples.

The corrosion system can be represented by an electronic

analog called an equivalent circuit that consists of

resistors and capacitors in specific arrangements. This

equivalent circuit parallels the impedance behavior of the

corrosion system during a frequency scan. Values for

resistances and capacitances that can be assigned in the

equivalent circuit following a least squares analysis of

the data describe changes that occur on the corroding

metal surface and in the protective coating.

A suitable equivalent circuit has been determined that

predicts the correct Bode phase and magnitude for the

experimental sample. DC corrosion current density data

are related to equivalent circuit element parameters.
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INTRODUCTION

Electrochemical methods for estimating corrosion rates of

bare and painted metal surfaces serve as effective

accelerated approaches to scientific techniques of

corrosion studies. For at least fifteen years direct

current (DC) methods, particularly polarization resistance,

have permitted quick determination (30 to 60 minutes) of

corrosion currents that translate into mils per year of

metal surface corroding.

Within the past six to eight years alternating current

(AC) methods, particularly AC impedance scans of metals in

corrosive solution environments have resulted in studying

the corrosion system in more detail. The several data

from a typical AC impedance scan can indicate change in

corrosion rate, progressive deterioration of metal

coatings, changes in metal surface, and reaction

mechanisms. Moreover, changes in coating condition can be

detected by AC experiments before DC methods show an

increase in metal corrosion current.

However, the AC impedance study of corroding metals is in

its infancy. A few dozen papers describe AC corrosion

studies, but clear interpretation of the data is rare and

stated conclusions are sometimes unsupported or untrue. A

review of the field is needed to sort out the complex data

obtained and to indicate what conclusions are justified.

A standard treatment of the most useful data from the

typical AC impedance experiment needs to be indicated. So

the researcher in this field has to be ready to blaze

trails with thoughtfulness, imagination, and patience.

Nevertheless, the reader should consider two papers that do

provide useful background (Mansfeld, 1981, 1982). Anyone

interested in the field should begin with AC studies of bare

metal surfaces that produce data more easily analyzed and

understood. Coated surfaces yield data much more complex and

challenging to unravel.
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OBJECTIVES

The objectives of this work were to:

(1) Perform AC Impedance experiments on primer coated

aluminum samples.

(2) Correlate AC Impedance data with DC corrosion current

density data from the same samples.

(3) Determine a Suitable equivalent circuit that

represents the AC impedance behavior of the primer coated

aluminum sample immersed in 3.5% NaCl.

(4) Assign values to the various elements in the

equivalent circuit that represent specific parts of the
corroding coated aluminum disk.

(5) Determine specific circuit elements that signal an
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THEORY

Basics. In AC Ohm's Law has the form E = IZ, where Z is

impedance in ohms and E and I are waveform amplitudes of

voltage and current, respectively. Impedance, the

resistance within an AC circuit to electron movement, is

caused by circuit elements such as resistors, capacitors,

and inductors.

Impedance can affect not only the current waveform at a

fixed voltage, but also can alter time-dependent

characteristics of the current or voltage waveform with

respect to each other. The separation of voltage and
current waves that can occur in reactive circuits is called

phase or phase shift and is expressed in degrees. Phase

depends on circuit elements, their arrangement and the AC

frequency. In fact, a phase versus frequency plot is

characteristic of a given circuit. No phase shift occurs

with only resistances in an AC circuit, but the presence of

a capacitor can cause the voltage to log the current wave

by as much as ninety degrees.

The total impedance Z or IZl at a given frequency depends

_'_n resistive and capacitive contributions. Total impedance

can be represented by a vector, Z, with a resistive

component, Z', and a capacitive component, -Z".

-Z" or Xc

(capacitance

component)

or R

O = phase angle

X = reactance

(Resistance component)
>
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From the Figure Z = VR 2 + Xc2 = _(Z') 2 + (Z") 2

and tan O = Xc = -Z"

R Z'

1 2

Since, Xc = 1 = 1 , Z = _R 2 +( 2_fc )WC 2 zfc

C = Capacitance in farads

W = frequency in radians per second

f = frequecny in Hertz

At sufficiently high frequencies capacitors contribute

little to the total impedance in an AC circuit. A plot of

-Z" (often called imaginary impedance) versus Z' (often

called real impedance) is termed a "complex plane plot" or

Nyquist plot. In a Nyquist plot from a corroding metal

surface the highest frequency points begin on the
horizontal Z' axis at a distance from the -Z" axis

proportional to the combined solution and coating layer (if

present) resistances.

CaPacitors. A capacitor is a simple device capable of

storing electric charges at some potential difference.

Often a capacitor (or condenser) consists of two solid

metal surfaces separated by a dielectric, but a single

charged metal surface dipping in a polar solvent (like

water) functions as capacitor because a "double layer"
forms.

+Q +

total

- -Q

total

m

-- -V+V +

@@

@@
<E O

Parallel plate capacitor

(pp c )

Electric double layer

Charged electrode capacitor

XXVI-4



The double layer consists of excess electrons near the
igid ^ _.._^Ametal surface separdt_d fzo,, a _ layer _f *,I ......

cations by a monolayer of polar water molecules. The
electron layer and the cation layer also is labeled
Helmholtz Double Layer; it is strictly analogous to the
PPC. If the electrode is charged positive, the orientation
of water molecules reverses and the counter ion monolayer
is anions.

The capacitance C in farads equals the charge build-up Q,
in colombs per volt of potential difference, V, or C = Q/V.

The capacitance of a PPC is increased by a factor K if an

insulator with dielectric constant K is placed between the

plates. K = 1 for a vacuum; for a completely oriented

monolayer of water molecules on an electrode surface K = 6

(Reference 3).

A protective coating can take on capacitive properties in

an electrolyte solution if it becomes porous to permit

water and charge build-up on either side of its surface. A

conductive coating like zinc chromate would not show

capicatance like that of an organic polymer, although if a

conductive coating absorbs water it would increase in
..... _=-_ D_us metal _xi_ coatinas should also show

capacitance although this has not been clearly
demonstrated.

The charging or discharging of a capacitor in an AC circuit

is driven by the applied voltage and its polarity. The

charging time for a capacitor in series with a resistor

depends on its capacitance, C, in farads and the resistance
R in ohms of the resistor. R x C is called the time

constant; in five time constants such a capacitor is over

99 percent charged. Obviously if the AC frequency is

greater than five time constants, a circuit capacitor

cannot fully charge or discharge.

The Equivalent Circuit Concept. The basis of the AC

impedance method is the modeling of the corrosion cell in

terms of a purely electronic circuit model. This model

consists of one or more resistors and capacitors in a

suitable arrangement. The equivalent circuit is designed
to mirror the electronic behavior of the corrosion cell in

the most accurate manner possible.
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A corroding bare metal surface in aqueous solution shows
resistance R to electron flow and its electrical double
layer shows capacitance C. If the solution has resistance
Rs, then the equivalent circuit can be represented as

A suitable equivalent circuit should reasonably reproduce
experimental plots obtained from the corrosion cell when
experimentally determined parameters are used. These plots
include the Bode phase (degrees versus log W), complex
plane or Nyquist plot (-Z" or IZl versus log W).

Equivalent circuits for coated metal surfaces involve
additional capacit0r-resist0r combinations. Such a circuit
labeled RC9 (The 9th resistor-capacitor model designed)
that seems to fit corroding zinc chromated aluminum is
shown in _igure 3. It also must display similar Bode and
Nyquist plots that resemble the experimental data plots.
Figure 1 shows these idealized pl0ts for bare and chromated
aluminum after salt water immersion for about one day. It
should be pointed out that these plots can vary between
similarly prepared samples and can change as corrosion and
coating deterioration progresses.
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AC Data Analysis

Th_ goals of analyzing AC impedance data are threefold:

(i) Determine the equivalent circuit that most accurately

describes the corrosion cell, and (2) Assign the best

possible values to resistors and capacitors in the

equivalent circuit for that particular experiment.

Experiments should be run every 3-4 days for 3-4 weeks or

until the corrosion rate stabilizes or the coating visibly

deteriorates. (3) Discover the best parameters in the

equivalent circuit to describe the corrosion rate. As

sample immersion continues all of the model parameters

change, some more than others.

Interpretation of the Nyquist (Complex Plane) Plot

The starting point in deciphering the experimental results

is the Nyquist or complex plane plot. Points on this plot

correspond to changing -Z", Z' values as the signal

frequency changes during a typical scan from 10 -2 to 105

hertz. Usually the Nyquist plot consists of one semicircle

for a corroding bare metal and two semicircles (often one

and one-half) for a coated metal. Theoretical origin of

the data points that approximate a semicircle is discussed

in Reference 1 (Mansfeld, 1981). From each semicircle is

obtained two resistances and one capacitance.

A typical semicircle is shown below:

I!

LP
O

Rs

>

R_ = ohmic resistance from solution

R = resistance to charge transfer

Wma x = frequency at top of semicircle
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This simple plot is obtained for a corroding bare metal
surface which has the equivalent circuit given in earlier.
Reading Z' from the plot at frequency Wmax enables
calculation of C. Rs and R are estimated by linear
measurement along the Z' axis. In practice a least squares
computer calculation for these equivalent circuit
parameters gives the best values. Input values are from
linear measurements of Nyquist semicircles. Actual output
values for bare metals are in Table i. Similarly a second
semicircle which lies to the right of the first in the
Nyquist plot for a coated metal surface yields two more
resistance and one more capacitor parameters.

At this point in the research of primer coated aluminum
corroding in salt water, the equivalent circuit that best
fits the experimental data is the one shown in Figure 3.
A complex least squares program developed by Dr. Merlin
Danford, EH24, MSFC, NASA gives the best values for RC9
equivalent circuit. Input parameters include four
resistances and two capacitances from a least squares
fitting of the two semicircles from the experiment. The
eight RC9 model results are shown _n Table 2= The physical

model that RC9 model equivalent circuit represents is shown

in Figure 2.
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Impedance Change Interpretation

Figures 6 and 7 give a picture of changes in the eight

least squares output values over the time of the

experiment. All the resistances show a general decrease

with the solution resistance the most regular. This is

not surprising as corrosion rate increases. Not enough

is known regarding the system and its interactions to

comment on the rather extreme variability of the

capacitances. An oscillation of resistance and

capacitance is noted in Reference 2.

Of interest with Disk 2 is a maximum in the charge

transfer impedance (at i000 Hz) that coincides with a

charge increase in corrosion rate. Dr. Danford suggests

this change transfer impedance increase coincides with a

thickening of the amorphous AI203 layer between the

primer and the aluminum metal surface. This increased

corrosion rate is accomplished by H 2 evolution as usual.

This large increase in impedance is taking place with the

large drop in R , primer resistance (in series).

Calculations of impedance for the two units of the

( it) --'"_ ^-overall model metal-primer un , _u±uu_u,A primer '_-_i._,

for the two disks or samples are given in Table 3. With

both disks the solution-primer unit impedance value shows

a regular steady decrease as the coating progressively

deteriorates.

Since the coating destruction permits penetration of the

solution to the primer-metal interface, changes in these

impedances occur. Particularly noted is the increase in

metal-primer impedance with both disks that occurs after

11-12 days. As mentioned before the growth of amorphorus

layer on the metal could account for this apparent

increase.

Bode Phase Interpretations. A plot of the phase versus

log (frequency) is a Bode Phase Plot. Phase depends on

the relative values and arrangements of the various

resistors and capacitors in the equivalent circuit.

Capacitors are particularly important because

(i) Phase depends on the imaginary impedance

contribution from the capacitors as well as the real

contribution from the resistors.
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(2) A capacitor in parallel with other circuit elements
controls the current in those elements in an AC circuit.
(A very high capacitance functions as a direct short in an
AC circuit).

Bare aluminum in 3.5% NaCI (pH 5.5, 8.2) displays a
single phase, maximum mid-frequency. Zinc chromated
aluminum shortly after immersion in similar media usually
gives similar results. It has been observed that
chromated samples initially showing one maximum are
slower to corrode than those giving maxima.

Excellent confirmation of the RC 9 model is provided by
the Bode plot. At the high frequency limit (i00 KHz) of
the Bode plot the phase shows a sharp increase
(Figure 5 ). If RC 9 model parameters outputs are used
to calculate total impedance which in turn is graphed
versus log frequency, a similar phase is observed at high
frequency. This agreement of the RC 9 model output with
the experimental Bode phase supports the contention that
this model is an accurate representation.
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CONCLUSIONS

i. The AC impedance method is a means of obtaining

significantly more information about corroding surfaces,

coated and uncoated, compared to DC polarization

resistance.

2. The double layer capacitances of bare 4130 steel and

bare 2219 aluminum in corrosive environments differ

significantly.

3. The equivalent circuit that best describes a zinc

chromated 2219 aluminum surface in 3.5% NaCl consists of

four resistor-capacitor pairs and is given in Figure 3.

4. In order to determine the response of a particular

part of the physical model of a corrosion system, the

total impedance for the RC combination representing that

part should be calculated.

5. Experimental and calculated Bode phase and magnitude

curves can be compared to verify a particular equivalent

circuit for the corrosion system.

RECOMMENDATIONS

i. AC impedance studies of corroding surfaces should be

continued by NASA.

2. To maximize data correspondence AC and DC runs should

be made on the same sample in close time proximity.

3. Parameters and/or circuit elements should be isolated

that best relate to sample corrosion current.

4. The AC impedance responses of various coatings on
various metals in various corrosive environments be

determined by experiment.

5. The effect of chelating agents on bare metal

corrosion parameters be determined.
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BENCHMARKSOF PROGRAMMINGLANGUAGES
_OR SPECIAL PURPOSESi_ THE SPACE STATT_'

by

Arthur Knoebel
Professor of Mathematical Sciences

ABSTRACT

Although Ada is likely to be chosen as the principal

programming language for the Space Station, certain needs,
such as expert systems and robotics, may be better developed

in special languages. This report studies the languages,
LISP and Prolog, and draws up some bench marks for them.
It starts off by reviewing the mathematical foundations for

these languages. How this works out in practice is

examined briefly. Likely areas of the space station are
......k_ out where automation and robotics might be

applicable. Benchmarks are designed which are functional,
mathematical, relational, and expert in nature. The coding

will depend on the particular versions of the languages

which become available for testing.
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_NTRODUCTION

Statement of Problem. The idea of establishing a

colony of humans somewhere beyond the earth goes back in
fanciful forms to antiquity, takes a more realistic turn

earlier in this century, and now assumes many of the

features already present in the sketches of von Braun. The

first realization of this concept was finally achieved by

the Soviets when they launched Salyut in 1971; this space

station has been in use, on and off up to the present day,

with a recently completed tour of duty for the astronauts of

record-breaking length. Sky Lab, the second space station,

was put in orbit by the U.S.A. in 1973, used off and on into

early 1973, and sometime later disintegrated ignomineously

over western Autralia. President Reagan, in his inaugural

address of 1984_ gave new life to this old notion,

announcing that the United States was committed to

henceforth designing and building a brand new space staion,

and putting it into orbit by the mid 1990's. With this
fresh start come fresh decisions to be made about every

facet of space voyage, discovery, and habitation.

r_aying _,, important _I del_k=_a+ions will-- ._e In these ......

be many questions about the software that goes with the

Space Station. Software is often called the glue that

holds modern technology together. Already intensive debate

has started on what kind of software should be developed for

the Space Station, and how.

The first question to answer is what language, or

languages, should software be written in. Heretofore at

NASA, the principal languages have been FORTRAN, HAL/S and

assembly, as well as a handful of many others used only

slightly. How to choose among all of these was the topic

o$ my report of last summer [Knoe]. Since that time it

seems rather certain that Ada, a fairly new and relatively

untried language, will be chosen.

Given that, there still remains the second unanswered

question as to whether Ada should be the only language

allowed, or whether other languages should be allowed for

special puposes, such as, expert systems, robotics and

perhaps other tasks demanding exotic algorithms. Two

typical languages that ought to be considered along this

line are LISP and Prolog. This is the principle topic of

my investigation.
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Four Ways to choose a Proaramminqan__. There are

many ways to choose a language. How we go about this

depends on what we want to program, on whether we want to
use an existing language or design a new one afresh, and how

many resources we have to spend in comparing. Since the
coding for the Space Station is to start within a couple of

years, we are constrained to choose among existing languages

which are fully defined, and now have or will shortly have a

software development environment. Last summer I surveyed

four methods for comparing languages already at hand; these

were theoretical, by matrices, with benchmarks, and through

observing programmers. We will now briefly describe these.

Toward the end of this report, we will consider how the

languages we are going to look at satisfy other criteria

proposed for designing languages.

The theoretical method of comparing programming

languages is to use the definitions of the languages to find

out which is better by trying to calculate relative speeds,

memory requirements, and extent of equivalence. Programs
themselves are not run. For- LISP and Prolog, where

combinatorial search strategies often lead to exponential

orowth in time mnd m_mnry _hS= _._,,I_ ===m to _ _n

important study to do. Surprisingly, there is little done

along these lines, either for these two languages, or in

general (e.g., [Haw]).

In the matrix method, one firsts constructs a matrix

with the tasks to be performed going down the left side and

the languages to be examined going across the top. In the

body of the matrix will be estimates of how good the matches

are. In practice, usually two or more matrices are used;
see [Knoe].

Benchmarks will be the principle method examined in

this report. Programs are written to test a variety of
features needed to accomplish certain tasks, and then run in

a variety of languages on an assortment of machines.
Results are compared and the best language wins. This

method, despite its straightforward appeal, is not as easy

to apply as it migh t appear, as we shall see in the sequel.

Observing programmers speaks for itself. By setting

programmers to work actually writing code for assorted tasks

typical of what we want to do, we can gather statistics on
the relative ease of programming in one language versus

another, how likely are mistakes to be made, and how easy it

is to maintain the code. By itself this method can be

quite expensive.
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This report is organized somewhat differently from that

of the previous summer. As benchmarks will be the principal
.... ,i,,, _4,- _ t" _ l,,,v, ._r'lcriterion +or aistingui_hir, y yuu_ _,,,_=0.........w._n_ .r_ ...... ,

we relegate discussion of the other criteria to single

paragraphs in other sections where they most naturally come

up. Theoretical methods are at the end of the section on

languages; matrices at the end of the Space Station section;

and observing programmers in the section on other
consi derati ons.

Objectives. Our objectives are three in number.

I) Describe the candidate programming languages, LISP and

Prolog.

2) Find nontraditional tasks in the Space Station which

might fruitfully use these languages.

3) Establish benchmarks.

BACKGROUND IN LOGIC

The two principle languages we shall consider are

firmly based on well-defined logics: LISP on the lambda

calculus, and Prolog on the first-order predicate calculus.

Therefore, we briefly describe these calculi and related
systems before describing the languages themselves. This

chapter closes with a comparison of implicit and explicit

algorithms.

Pure and Applied Loqics. Propositional calculus
[Mend] is the oldest mathematical logic, invented in the

last century by Boole. In this calculus the atomic
entities with which we work are sentences, which will not be

decomposed nor analyzed any further. The only attribute of
them which we use is their truth value. Thus may we

abbreviate the sentence, _Mary likes John', by the symbol

P, and the sentence _John runs away.' by Q. We assume
both P and Q have truth values, but they may not be known to

us. These sentences may be combined with what are called

logical connectives: for example, P & Q, i.e., _Mary likes

John, and John runs away. _ An important connective,

material implication, yields a sentence like P => Q, i.e.,

_I÷ Mary likes John, then John runs away.' This connective,

=>, is the backbone of Prolog syntax, to be explained
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later. It is called material implication since in everyday

English, _If-then" statements often imply semantical cause

and effect, whereas our logical implication is defined
strictly in terms of truth values by a truth table:

T F
T _ T F
F _ T T

Compound statements are possible, for example, (P & Q) => S,
where S might be, say, 'Mary likes Sam.' The algebraic

study of selected connectives is called Boolean algebra, and

it plays a crucial role in the design of digital circuits.

Predicate calculus [Mend] is based on the propositional

calculus, and is obtained from it by introducing individuals

and allowing the logic to recognize some limited internal

structure within the propositions, namely, they may be

relations, i.e., predicates over individuals. For example,

the relation among numbers of 'less than' is a binary

predicate. An instance of this would be 3 < 5; but we

also have more generally x < y. Predicates may have any

number of arguments, p,_n_=_= a_ .i_- - part of _L

predicate calculus: _for all x' and 'there is an x'.
Introducing M(x) for "Mary likes x', and R(x) for _x

runs away _, and also N(x) for _x is a man', we may

paraphrase the formula,

For all x, M(x) => R(x),

as *Any man that Mary likes always runs away _.

Typically, for each of the two calculi introduced so

far, a finite number of axioms and rules of inference are
formulated which capture exactly the nature of the these

logical structures, and nothing else. Such logics are
called pure. If we add axioms asserting something about

the world beyond its purely logical aspects, then we have

what is called an applied calculus. For example, if the

previous formula,

For all x, M(x) => R(x),

is added as an axiom, expressing the fact that Mary scares
men away, then we would have an applied calculus. An

important applied calculus which everyone has met is

Euclidean geometry. Another is axiomatic set theory, which

is important since it serves as a foundation for
mathematics.

Both of these pure calculi have the desirable

metamathematical property of completeness: any formula
which is true is always provable from the axioms. This

implies in turn that these systems are decidable, i.e.,
there is an algorithm, programmable on a digital computer,
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if you like, which takes a single formula as input and gives
as output whether this formula is true or false, or
equivalently, provable or not. Unfortunately, applied
systems may not be complete and decidable. In fact, Kurt
Goedel showea on the contrary that _l,y =y=c=,,, _,, =,,_., _w
define the integers will, of necessity, contain formulas
which are undecidable. This will have important
consequences for our discussion of the limitations of
artificial intelligence, to come in a later chapter.

Functional Calculi. We first look at the lambda

calculus [Curry], which is built out of two simplebut

powerful constructs. The first is functional evaluation,
f(x). Since everything in this calculus is considered to

be a function, regardless of its purpose, any two objects

may be combined in this way, for example, also x(f). The
other construction is used for defining new functions,

lambda x e(x), where e is some expression in the calculus

constructed out of objects already available. This

expression yields a new function, which, when evaluated,

say, f(a), gives the expression e changed by replacing

x by a. With the lambda construction, all sorts of new

functions may be created. In fact, this extraordinarily

small calculus is quite capable of defining the integers and
much more. This all assumes that one has formulated the

natural axioms and rules of deduction, which we do not have

_-_,,=space to do here.

There is another functional foundation for mathematics,

the category theory, which is quite different from the
lambda calculus. Its fundamental primitive is composition

of functions, rather than evaluation. Again everything is

a function, but there are constraints on when functions may

be composed. Although many mathematicians feel category

theory is the most natural foundation for doing mathematics,

surprisingly no programming language has been built around
it.

Explicit versus Implicit Alqorithms. Traditional

computer programs are procedural in the sense that every

step of the algorithm must be spelled out. In fact,

originally one had to code in assembly language. Now,

languages such as LISP and Prolog allow a programmer to

specify what is desired without having to give step-by-step

procedures. We can spot a trend here towards less and less

detailed recipes for accomplishing one's goals. Curiously,

just the opposite is happening in mathematics. Most

contemporary mathematicians are quite satisfied with an

axiomatic presentation of their subject, assuming that
whatever objects are needed do indeed exist, without a care
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in the world about how they might actually be constructed.
But there is a small movement afoot, called constructive
mathematics, which has as its aim the discovery and
development of algorithms for all classical definitions and
theorems which assert the existence of something. It is
ironic that while some mathematicians are moving from the
abstract to the concrete, computer scientists appear to be
moving in the opposite direction.

CANDIDATE LANGUAGES

In this section, we talk about LISP and Prolog. We

could have discussed other languages for similar purposes,
e.g., Smalltalk, Obj , Nial, but did not.

LISP. Pure LISP is based directly on the lambda

calculus. In theory, as a programming language, it is

equivalent in computing power to a Turing machine.

necessity tedious to code. For that reason a variety of
extensions are made, which lead to the applied LISP's (see
[Gab]).

All LISP's commercially available today have a central

core of pure LISP together with quite a few extensions, the

number and kind depending on the particular version. Most
have the integers defined, as well as conditional clauses

and loops. There is usually a programming environment

containing various debugging and program development tools.

How a LISP dialect is implemented is crucial. The

theory tells us that are two princiapl ways in which lambda

expressions may be evaluated. One always converges but can
be quite slow. The other is usually faster when it

converges_ but there is no guarantee that it will converge.
All implementations use one or the other; some both,
allowing the programmer to choose.

The two most important drawbacks of LISP are its slow

execution speed and extensive demands on memory. Two

interrelated hardware solutions have been proposed. The

first is to design digital computers for processing LISP

programs out of existing off-the-shelf chips. The second
is to design and fabricate new chips themselves [Line].
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Proloq. Prolog is based on the first-order predicate

calculus, but not directly. The only acceptable formula is
of the form

R1 :- $1, $2, ...
where Rlp R2_ , ..., 52, ..., 52 are reiations in

variables and constants. In our syntax of the predicate
calculus this Horn clause would read

($I & $2 & ...) => R1

That this drastically reduced syntax can express much of the

predicate calculus depends on three tricks:

i) there is implicit universal quantification, that

is, each Horn clause is universally quantified over all

variables occuring in it;

ii) existential quantification is achieved by the

judicious use of constants;

iii) sets of Horn clauses are allowed, which has the

effect of _and'ing them together.

A nice feature of Prolog is that it can prove statements and

answer questions. However, Prolog is not completely

equivalent in expressive power to the first-order predicate
calculus (cf. [HC]).

The execution of a Prolog program seeks matches of

symbolic patterns, and unifies them. Again we have a

_,,u_ce of algorithms f_ -'" _"_"_- _" - _
clauses, some slow but guaranteeing convergence, and others

fast when they terminate. The problem is particularly

acute in Prolog since some kind of backtracking while

traversing a tree is necessary in order to explore all
possibilities. Needless to say the demands on memory are

enormous. To help alleviate this problem, and to give

programmers some control over the course of exectltion, the

cut, a feature unique to Prolog, is to be found in every

version of Prolog.

Their are many dialects of Prolog, and [Camp] describes
some of their flavors.

One feature no version of Prolog has today is the

implementation of cyclical instantiation. This is a
somewhat technical substitution sometimes needed in the

theory to insure termination. It is not implemented

because run times would be much too long. Opinion has it

that this situation would never occur in real programs.

However, to me, it appears to be a condition that would

appear quite frequently in automatic theorem proving. In
view of the closeness, in theory, of the spirit of expert

systems with theorem proven, one has to wonder how valid

current implementations of Prolog are for work in artificial

intelligence.
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Prolog is the darling of the fifth generation project
in Japan [FM]. Rumor has it that Prolog was invented by

the Europeans and given to the Americans as a joke, but the

3apanese have yet to get the point. Certainly, a variety
of substantial problems with Prolog will have to be solved

before it can be widely used in reasoning systems. Chief

among these are its slow speed, its massive memory

requirements, and its extraordinary sensitivity to the order

in which clauses are presented.

Theoretical Comparison. All versions of both LISP and

Prolog should be equivalent in computing power to a Turing

machine, i.e., both can compute all partial recursive
functions. It would be nice also to have complexity

comparisons for both speed and space. See [GB] for a more

down-to-earth comparison.

AUTOMATION AND ROBOTICS

^-_ici -_ I_J_eiiiqence. This phrase refers to

efforts to program digital computers to do certain human

activities which require intelligence in the common sense
of that word. As such it is extraordinarily nebulous;

henceforth we avoid the term 'artificial intelligence _, and

instead talk about the specific human activities we are

trying tQ mimic by a computer. Examples might be playing

games such as checkers and chess, poker and bridge;
professional practice such as medical diagnosis and

treatment, engineering design, and preparation of law

brie4s; translating natural languages and nontechnical

interfaces between humans and computers; creative work such

as composing music and proving theorems.

It would be good to compare this list of undisputed

intellectual activities with what has already been
programmed. Very large databases now exist which can be

queried in rather sophisticated ways. There are numerical

algorithms for solving partial differential equations and

large systems of linear equations and inequalities, which

perform large numbers of arithmetic operations and make

decisions about many different kinds of branches in the

computation. Computer-aided design has become extremely

versatile, and indispensable in such _ields as very large-

scale integrated circuits on silicon chips. Packages, such

as Macsyma and MPS, can perform an amazing range of symbolic

manipulations, as, for example, indefinite integration well

beyond what even most mathematicians can perform
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straightaway. Are these examples of true intellectual
activity? Well, at one time, they would have been
considered so. That many no longer consider them
activities requiring the donning of one's thinking cap would
aooear to be a good illustration the of the fact that once
something is programmed, it is no longer considered
intellectually challenging, and hence not a true instance of
artificial intelligence . That is, once the glamour has
been removed by the hard binary code of success, our

attention shifts to tasks of the mind yet to be conquered.

Each of the successful programs just mentioned in the

preceding paragraph has, as a foundation, a mathematical

theory which guarantees that the algorithm will work as

expected. On the contrary, for the tasks enumerated in the

first paragraph of this section, there are no algorithms yet

known which will guarantee convergence of the coding in a

timely fashion. We say "timely _ since, for example, there
are complete axiomatic mathematical systems for which there

are exhaustive algorithms, too time consuming to use in

practice, but nevertheless they converge. Because there is

no theory underpinning the current efforts in artificial

intelligence, we should expect, as is typical in any

engineering enterprise without a firm foundation, slow

progress and few successes.

Caveats. Continually rising expectations by workers

in the field of artificial intelligence have led to inflated

claims. Listen to this quote from the book by Feigenbaum

and McCorduck: _In the kind of intelligent system envisioned
by the designers of the Fifth Generation, speed and

processing power will be increased dramatically; but more

important, the machines will have reasoning power: they will

automatically engineer vast amounts of knowledge to serve

whatever purpose humans propose, from medical diagnosis to

product design, from management decisions to education' [FM,

p.56]. By way of contrast, there have been very few clear

successes. We have the gloomy prognosis of the Dreyfus

brothers: _After 25 years Artificial Intelligence has failed

to live up to its promise and there is no evidence that it

ever will' [DDa, p. 42]. Their sobering critique [DDb]
documents this. See also [Bolt] and [Mart].

Among the better programs are Puff, R1, and LOX.

Puff, a diagnostic program for lung diseases, is correct

about 75% of the time; as such its principal use is to
shorten the time spent on preparing reports, when an

independent diagnostician verifies that what the system has
printed out is correct. R1 matches user requirements for a

new computing system with devices available from Digital
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Equipment Corporation; it is has proven successful, mainly
due to its power to sort through large numbers of
combinatorial possibilities. LOX, a creation of Kennedy
Space Flight Center [NAR, p. 27] creates tailor-made
drawings from a huge database about liquid oxygen pumping
systems. It is also designed to diagnose faults but it has
yet to be tried in that capacity. Larry Wos, at Argonne
Laboratories, has written a mathematical theorem prover
[AMS], which has interactively solved three small open
problems in abstract algebra. From all of this, it would
appear that in the near future the most likely successes
will be in interactive expert systems and mathematical
theorem proving. These two fields are closer together than
one might expect at first glance, since they both use
principles of resolution to solve systems of sentences and
symbolic equations.

Expert Systems. These are systems which reduce the
knowledge and experience of an expert to a collection of

rules, often in the form of Horn clauses. Inferences can

be made and conclusions deduced using these rules of _thumb'

in the framework of some deduction system such as LISP or
Prolog.

In analogy with Goedel's theorem in mathematical logic,

it is quite possible that the clauses defining an expert

system may not be complete; in which case it will be

impossible to answer all queries for lack of information.

This is a serious drawback. Since, typically in drawing up

an expert system, one has not done a complete logical
analysis as one would normally do in more conventional

procedural programming, there is no good way to detect
incompleteness.

Robotics. It is useful in the discussion to

distinguish two main areas of robotics. First there is

the present applications, such as welding parts of

automobiles together, which involve highly repetitive tasks

in a fixed and controlled location, based on a well

understood technology. The other kind is postulated to be

able to perform in the future a wide variety of tasks, such
as building a space station and repairing faulty parts in a

highly variable environment.

The first kind of robotics is, of course, now common in

a number of industries in various parts of the world. The
possibility of making the second kind work is based on a

nonexistent theory; it is certainly not an extrapolation of
the first kind.
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The conclusion we should draw about robotics is that
any advances in the near future will be modest extensions of
what is presently done. In more advanced systems, close
human interaction and supervision will be the norm. See
• wnz1:- Tor _ d_k=Lii_u .......................u_:Lu=:-u,, _T the: _==,.,=.

We summarize this whole section by noting that all

algorithms can be classified into four categories, graded

according to the increasing degree of _intelligence'

expected:

traditional procedural;

sophisticated procedural;

minimal expert systems_
unreserved AI.

In the next section we will take a closer look at some of

the tasks in the Space Station which will fit into the

middle two categories.

SPACE STATION

Overview. A permanent presence in space is the next

logical step beyond the present short missions, each

typically a week long. This is the rationale for the Space

Station, which is scheduled to be put into orbit in 1992 and

to last for twenty to thirty years. The completed space

station will consist of a number of modules for habitation,

experiments, and storage. In addition, there will be an
orbital maneuvering vehicle and orbital transfer vehicle for

moving satellites and astronauts between the space station

and a variety of orbits. It is anticipated that that

Space Station will be used for everything from zero gravity

experiments through servicing of satellites to the launching
of probes to the outer planets.

Computer programs will control and regulate all of this

and provide timely information. Because of its large size

and the long time it is expected to be in orbit, the Space
Station will need to be semi-autonomous to be economically

run. A special mandate was given by Congress to

incorporate automation and robotics as much as possible; ten

per cent of the budget for the Space Station is to be

devoted to such activities . Thus, it seems reasonable to

consider special languages which would be particularly
adapted to these tasks.

Timing is crucial. Without going into the details of

NASA's schedule for the Space Station, it suffices to note
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that detailed design is to begin early in 1987. Therefore,
whatever languages will eventually be used must now be
available, together with some base of experience in using
them.

We now discuss briefly some of the kinds of tasks
in the Space Station needing advanced programming
techniques. This is difficult since, as seen in the
previous section, the techniques of artificial intelligence
have seen very limited success. We describe only some of
those which will likely fall into one of the two middle
categories described in the last section; sophisticated, but
traditional procedural programming; and minimal expert
systems.

Tasks for Sophisticated Procedures. We see this as an

extension of present work along the following lines, where

further research and development into sophisticated

procedural programming will result in less people needed for

day-to-day operations:

Robotics, as for example, parts handling and assembly;

Fault monitoring and diagnosis_

Scheduling of power and load shedding;
Environmental control.

Tasks for Expert Systems. In view of the facts that

expert systems are best limited now to manipulating large

databases of information in conjunction with an expert, and

there can be at most eight experts on board, it would appear
that most applications of expert systems will be ground

based, for example, LOX, power systems, etc. Those

requiring little expertise but lots of combinatorial

searching, such as logistics, might well be in the space
station itself.

This is only a sampling. For many additional tasks

which will fall into these categories, look up principally
[AART2], and also [ARP], [Firs] and [NAR].

Matrices. We mention this method of evaluating

languages for specific tasks at this point, since it

depends on a detailed knowledge of the Space Station.

Basically, in previous evaluations (see [Knoe], pp. 13-14),

this method constructs two matrices: one to plot tasks

versus what is needed in the way of language constructs; and

the second to plot language constructs versus languages

under consideration. In the present situation, we would

recommend three matrices altogether, obtained by splitting
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the first one into two. The first matrix would now only
plot the matching of tasks versus successful paradigms in
automation and robotics; the intermediate matrix would plot

these paradigms versus potential language constructs.

BENCHMARKS

We now proceed to the central section of this report:

the creation of benchmarks for languages likely to be used

in automation and robotics. We split these up into four

categories: functional, mathematical_ relational and expert.

In each category are three benchmarks_ for a total of

twelve. After motivating each algorithm_ we describe it in

either English or mathematical terms. Some of these

algorithms have been coded into LISP and run, none into

Prolog. We leave the completion of the coding to a future

project.

Throughout this section we borrow freely from the book
of Richard Gabriel [Gab]. Some of the benchmarks of this

section are taken directly from his work. He has timings
for an impressive array of computing machines.

Designing benchmarks is tricky; we want sensitivity,

but a particular benchmark may measure something different

from what we want. Gabriel has much to say on this; here

is part of his summary (p. 275): _To claim that a single

benchmark is a uniform indicator of worth for a particular
machine in relation to others is not a proper use of

benchmarking .... Computer architectures have become so

complex that it is often difficult to analyze program

behavior in the absence of a set of benchmarks to guide that

analysis _. See also my previous report [Knoe, p. XXVI-12]
for other comments.

Another difficulty that arises in this study is that

the various implementations of LISP are different enough

from each other so as to require substantially different

coding of the same algorithm. Based on a different theory,

Prolog will magnify this problem even more.

Functional. Ackermann. The first algorithm comes

directly out of arithmetic: we assume all variables are

positive integers. It is named after a two-argument

function invented by Ackermann, which is doubly recursive

but not singly (= primitive) recursive. We give instead a

three-argument function which is easier to understand, but
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has similar properties..

To motivate it, first observe that multiplication may
be defined recursively in terms of addition:

m_$ l=m,
m $ (n + 1) = (m $ n) + m.

Similarly, taking exponents may be defined recursively in
terms of multiplication:

m _ 1 = m,
m $_ (n + 1) = (m $_ n) $ m.

These may be combined to yield a function
three arguments:

A(k, m, n) of

A(1, m, 1) = m + 1,

A(k, m, I) = m (k > 1),

A(k+l, m, n+l) = A(k, m, A(k+l, m, n)).

Note that this is a doubly recursive definition, and

needs only the successor function, m + 1, as a seed

• .._+ion. _-- _,,,_ll fixed values of k,....... _r we get the usual

arithmetic operations:

A(1, m, n) = m + n,

A(2, mp n) = m _ n,

A(3, m, n) = m _ n.

Thus A(k, -, -) itself may be considered to be a sequence

of progressively more involved binary operations. For

example, when k = 4, we get iterated exponentiation. The

number of iterations is determined by n, for example,

A(4, 2, 5) = 2 $_ (2 mS (2 _ (2 _ 2)))).

The obvious way to evaluate A(k, m, n) for specific

arguments is to start with both the first and third

arguments set to 1 and iterate to raise to the required

values. Unfortunately, as there is no way to predict a

priori how large the intermediate values will be, it is

necessary to work backwards and first map out the path of

computation. This can be quite long and involved, and

so this algorithm is good for testing the recursive

capabilities of a language.

Pol ynomi al.
three trinomial s:

This program computes specific powers of
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x + y + z + I ;

lO0,O00x + lO0,O:)Oy + lO0,O00z + I00,000 l

l. Ox + l. Oy + 1.0z + 1.0 .

The powers computed are the second, the fifth, the tenth,
lift th T; .............. _ ........ _"_and the een . i_ Luu=, _,,_,, _= ._.= _ ...... =,

comes from Richard Fateman, and we are reporting from its

presentation in Peter Gabriel's book [Gab, p. 240]. The
meters show that the largest number of operations used are

those having to do with putting together and breaking up

lists. This may not seem surprising since we are using

LISP, a list processing language. However, quite roughly
less than half this number of arithmetic operations is

needed. Clearly, representing polynomials and manipulating

them is consuming lots of computing. The representation
used in this code is rather awkward, and I can't help but

wonder if this may not be slowing down the program.

Raw times for each polynomial and each power are

tabulated for a bewildering variety of machines and

dialects of LISP. This data, which runs for over 20 pages,

is a smorgasbord of food for thought. We content ourselves
with one observation on it. The number of LISP operations

executed for the fifteenth power is about seven times that

for the the tenth powers; this is reflected in some of

these statistics, but not all. For example, for a Cray

running Portable Standard LISP the CPU times for these two

powers are .95 s versus .14 s, a factor of 7. But why,
for the VAX 750 also running Portable Standard LISP, is it

82 s versus 4.5 s, a factor of about 14, which is almost

double?

Series. I propose the evaluation of the power series

for the exponential function as a simple test of the ability

of a compiler to sequence assertions so as to truncate the

series at the appropriate spot. Here exp(n,x) will be a

function of two argument: the first a nonnegative integer,
the second a real number. The assertions are

exp(O, x) = 1

exp(n, x) = exp(n - i, x) + t(n}
t(n) = (x _I n) / n!

:t(n + i): > It(n + 2) I

error = If(n + l)I

error < .01

x = -I0.

The first three lines define recursively the power series

for the exponential truncated at the nth term; the next

three lines, the allowable error. We invoke here the
theorem which says that if any alternating series has terms
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decreasing in absolute value, then it converges, and the
error is less in absolute value than the first term to be
truncated. Of course, the terms in our series for our
particular value of x grow initially; hence we need the
fourth condition above, which checks that the terms have
begun to shrink.

I have given these assertions in a form directly
translatable into Prolog. I don_t think LISP can handle
this, without substantial modification.

Mathematical. Under this heading, we present three

algorithms which make a variety of demands on the languages

being evaluated. The first one, a fast Fourier transform

tests the floating point capabilities. The second, which

calculates derivatives, demands symbolic manipulation. And

the third_ a theorem prover, asks for pattern matching and
lots of inferences.

Fourier. Written by Harry Barrow, this program out of

[Gab, p. 193] is a 1024-point_ comp!ex_ fast Fourier
transform. Almost two thirds of the operations consist of

what Gabriel, in his meter for this benchmark, calls

"hacking arrays of floating-point numbers _. The

mathematical virtue of decomposing a complicated problem
into simpler ones really shines in the FFT, as presented in

this meter: out of over three million LISP operations, only

200 are for computing trigonometric functions. Of course,

there are lots of multiplications. One might expect

general purpose machines to perform better on this than
machines devoted to LISP, but curiously this not the case.

This is seen in this brief excerpt of the CPU times for just

the Symbolics and IBM 3081, from Gabriel's tabulation of raw
times.

FFT Triangle

Sym. 3600 _ 4.75 152

IBM 3081 : 7.30 25

Oerivative. The first part of this program, as

reported in [Gab, p. 170], is a general program which takes

symbolic derivatives of polynomials. The second part is

specialized to taking the derivative of a specific quadratic

5_000 times, in order to get reliable run times. In it the

most frequently used operation of LISP is the CON_s

operation for concatenating lists. Unexpectedly, from

Gabriel's timings_ we see that the IBM 3081 edges out the
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Cray on this benchmark. Also, the spread of timings over
all the machines examined appears to be less than that for
many oT the other benchmarks. Without looking at the
execution in more detail, it is hard to know what to make of
these anomalies.

Boyer. Ostensibly this is a theorem prover.
Reluctantly, I include this benchmark from Gabriel's book,
and the reluctance is for three reasons. First, on page
129 in the analysis section, in the set of five statements
to be proven, there is clearly an undesirable mixing of
types: the function f must operate on both numbers and
lists of mixed objects. Although thismay technically be
allowable in the particular LISP under consideration,
intuitively I feel that the implication to be proven should
be thrown out on grounds that it is meaningless. Of
course, if one only looks at the compound implication
itself, then it is a tautology. And it might be accepted
by some theorem provers on that ground alone. But shouldn't
a really good prover reject sets of statements which are
inconsistently typed as data?

Second, these five statements I_m quibbling about are a
botched up and substantially incorrect translation into
everyday technical prose of that portion of the code which
_h_,, come from on _he previous oaoe of Gabriel's book.
(Even if translated correctly this would not invalidate the
first objection.)

Third, the LISP program itself runs 13 pages with nary
a comment; the definition of the setup function which does
the rewriting of expressions is 9 pages just by itself.
Moreover, clauses for the same operator are scattered about
in no apparent order, so it is hard to verify the content of
the operator's definition.

Why then, should one look at this particular benchmark
at all? Well, some benchmark in theorem proving must be
considered, either this or some other program. Suitability
for pattern matching and unification is crucial for any
language in AI. Perhaps one should look through the
symposium [AMS] of the American Mathematical Society for
some better examples of theorem proving.

Relational. These three benchmarks are grouped

together here since they can, and should be, coded in some

kind of relational data type. The ability to handle
relational structures efficiently and quickly is the

hallmark of an intelligent programming language. But, as
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we shall see in the first example below, this is not always
the case.

Triangle. This is a simple puzzle played on a
triangular board with 15 holes and 14 pegs, and sometimes
found on tables of restaurants, for patrons to while away
the time while waiting for their food. A peg may be jumped
over another one, as in checkers, providing the landing spot
is empty; the peg jumped over is removed. The object is to
find a sequence of jumps so that one ends up with only one
peg. If, to begin with, one of the three inner holes is
empty, then Gabriel, [Gab, p. 219], claims there are 775
solutions; but this number is suspect, since by symmetry
there should be an even number of solutions,

Once one has forced the two-dimensional triangle into
one-dimensional arrays, the actual writing of the code in
CommonLISP goes quite naturally. The CPU times run all
the way from 14.44 s on the Cray, which is usually the
winner in all of Gabriel's bench marks, to 2,866 s on a
VAX 730. On all of the VAX_s for which code was run,
Portable Standard LISP is almost twice as fast as Common
LISP. Code for InterLISP is also given, but curiously it
is almost twice as long as the code for CommonLISP.

We comment further on Gabriel's _data structure _ for
the triangle with five holes on a side. This is
represented as a vector of length fifteen; to code possible
jumps requires three more vectors of longer length, whose
entries require some hand computation to determine. A much
more natural data type would use barycentric
coordinates on the triangle. Possible moves could then
easily be calculated from these coordinates. Also, it
would now be much easier to scale up from a triangle with 5
holes on a side to one with, say, 10. The only difficulty
with this is that LISP has no provisions for the
specification of abstract data types such as this. In the
final section, I will have more to say about this.

Traverse. This program appears in [Gab] on p. 153,
and is called _traverse' there. It utilizes the record,
the least structured data type of LISP, to build a tree at
random, and then traverse it. The tree has 100 nodes, and
each node is a record with 10 slots for information about
parents and sons, and other facts.

Again, in the run times there is a surprise. This
time, the VAX 730, running CommonLISP, is not behind
everyone else; it has edged out the Zerox Dolphin for the
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initialization part of this algorithm. However the Dolphin
regains its honor during the traverse itself.

One last note. It would be interesting to know how
.............. ,-- --.;_k._. ,.,,..,,-_",-,,.-,,_ ,_,h_,'_ _v"i i'_-_n in IQLISP.

well tnl_ dztjur A_.,,,,, ,,,,.,-j,, ,- i-,_, , .................. .

since this language does not contain the record as a data

type. Unfortunately, Gabriel does not include IQLISP in
his candidate languages. (IQLISP is a dialect intended for

personal computers.)

Database. This example is motivated by the likely use

of databases in the Space Station, and the setting up of

sophisticated query languages capable Of making subtle
inferences. First we must set up relations_ these might

be arrays. But, since keys are an integral part of a

database, relations would be better represented by records

of records.

Next we want to add the four fundamental operations of

selection, projection, union and join. Then we should ask
both direct queries_ and indirect queries phrased as sets of

implicit statements. See [Gray] for possibly some sample

databases and queries.

Exper t . Many workers in automation believe that the

most likely area of this subject to be useful to the Space

Station will be expert systems. How useful will LISP and

Prolog be for these? We propose three small programs to test

this. They are Browse, LOX and Power.

Browse. This program is well summarized by 8abriel_

p. 139: "This program is intended to perform many of the

operations that a simple expert system might perform.

There is a simple pattern matcher that uses the form of a

symbol to determine its role within a patternp and the data
base of _units' or_frames ' is implemented as property lists.

In some ways this benchmark duplicates some of the

operations in Boyer, but it is designed to perform a mixture

oT operations in proportions more nearly like those in real

expert systems."

We note that although the actual program only takes

three pages of LISP coder this is tight code, and it takes
almost three pages to describe what is does in English.

Thus we refer the reader to [Gab] for details.

The meter counting the number of operations invoked and
the raw times read diTferently from the scores of most of
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the other programs of Gabriel. For example, testing for
equality in various guises is the second most frequently
used operation (list manipulation is the first, naturally).
Because of this, perhaps, the IBM 3081 outshone the Cray by
about 30%.

LOX. The apparatus for feeding liquid oxygen to the
combustion chambers from its storage tank is an extremely
complex system of piping, pumps, and premixers. As pure
oxygen, even in liquid form, is extremely corrosive and
explosive, it is essential to have a method of quickly
diagnosing faults detected by sensors. To this end the LOX
e_pert system was designed at Kennnedy Space Center (see
[NAR, p. 27].

What is proposed here in this report is a miniature of
this system to test on different dialects of LISP and
Prolog.

PoHer. The Space Station will require an extensive

system for power generation and distribution. Several

voltages will be needed, as well as both direct and

alternating current. We can expect to see fluctuations in

both generation and consumption, and must also plan for

various kinds of failures, including outage. The need

for intelligent and quick load shedding is obvious.

David Weeks, in this laboratory at Marshall S.F.C., is

directing the construction of a model to simulate various

aspects of the power plant for the Space Station. Again,

it is proposed to code a miniature version of this model in

order to compare various versions of the languages which

might be used to write an expert system.

Closinq Comments. We end this section with a few

comments about Richard Gabriel's book, which we have leaned

on so heavily. As the first book to publish benchmarks and

their run times for Lisp dialects, it is clearly a landmark.

Nothing has yet been done for Prolog; nor are there yet any
quantitative comparisons of the two languages. Certainly,

more such work should be done, and Gabriel's book will serve

well as a base for any future efforts.

With this said, it must seem to the reader to be

carping to criticize certain aspects of his effort. But
this book is difficult to read, even allowing for the great

amount of detail presented. Continually changing acronyms

and nonstandard abbreviations made it hard for one to be
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sure of what was meant, and this slowed a person down.
However, this aspect alone could have been surmounted. But
there were also real inconsistencies; and so it was hard to

trace down their source_ and I was left puzzled on quite a

few o÷ the aetaiis. A ........... _- - :,-._ '...._UUU, _ua , -...........

the book better.

As I understand it_ the main selling point of languages

such as LISP and Prolog is that they're are supposed to be

easier to program, and the finished code is also supposed to

be easier to debug_ maintain and modify. Therefore, as

remarked earlier, it is always surprising whenever one finds
code written in one of these languages which is baroque and

both hard to decipher and modify. A good example_ as

remarked earlier_ was the lack of appropriate data _.._==_,__in

the program Triangle. In general_ one ought to be able to

code in a fairly direct fashion and close to the spirit and

structure of the original problem domain. And many

high-order procedural languages are coming closer and closer
to this ideal. So it behooves programmers in nonprocedural

languages to do likewise.

OTHER CONSIDERATIONS

This chapter is devoted to gathering together a number
of loose ends. We talk about benchmarks in robotics and

how to observe programmers_ then draw up desirable

characteristics which programming languages should possessp

and finally discuss how Ada may fit into the picture.

Examples from Robotics. We should have included in

the proposed benchmarks some from the field of robotics,
since extensive use of these creatures will be made in the

Space Station. For having failed to do this, we plead

ignorance of where to begin, lack of time to pursue itm and

lack of space to report it. This should certainly be done

in the future.

Observinq Proqrammers. This is one of the methods

for comparing programming languages recommended in my report

of last year. This is expensive if done alone. But it
should be cheap if done in conjunction with the development

of the code for the algorithms proposed in the previous

section.
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Ot,b,_r Characteristics. Besides speed, ease of

programming, and suitability for the tasks at hand, there

are many other desirable characteristics of a programming

language which have been proposed. We turn to Barbara

Lipson's list, as reported by [Horl, pp. 35-40]. The
characteristic is stated, and then sometimes it is followed

by a comment or two applicable to the languages we are
studying.

I. A well-defined syntactic and semantic description.

The pure versions of LISP and Prolog both have this since

they have simple, theoretical bases. In their applied

forms, with many mixed features, particularly LISP, this is
not so clear.

2. Reliability.
-3. Fast translation.

4. Efficient object code.

5. Independence of features

6. Machine independence. This seems as far away as

ever, particular for nonprocedural languages, where

machine-dependent dialects abound.

7. Provability. This is of dubious value, since it

requires automatic theorem proving, which is one the things

we are trvino to mrrnmpl i_h wifh _h=== 1 =_,,=._=c h,,_ _._

not been accomplished yet.

8. Generality. This means that there should be just

a few basic concepts. This is true only for the pure

versions of LISP and Prolog.

9. Consistency with commonly used notations. One can

only ask why nonstandard notations were chosen for some

symbols commonly accepted and long used in mathematics and

logic.
10. Subsets. It's true that subsets can be used in

these languages, but only at the risk of writing inefficient

programs.
11. Uniformity. Similar things should have similar

meanings.

12. Extensibility. Certainly true for common LISP

with its ability to use incorporate routines from other

languages.

Ad___aa. So far we have said little about how Ada will

fit in with this special purposes languages. Several

questions arise: how much general, indirect recursiveness

does Ada support; how good is Ada for tasks in automation

and robotics; and how fast would it be for such tasks.

Certainly the standardi, zation of Ada, its multitasking

capabilities and the software development environments being
created are al]. good reasons fo__ seriously considering it°
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There is increasing evidence [SM] that the best route
to programming automation in the Space Station is to develop
algorithms and programs in LISP or Prolog, and then to use
Ada as a production language. We mean here that the
peculiarities of the candidates languages should be taken
into account. LISP and Prolog are stimulating for research
and excellent for prototypes. Ada may well be better for
the final code and implementation.

CONCLUSIONS and RECOMMENDATIONS

1. There will be limited use for the techniques of

artificial intelligence in the Space Station. Identify and

isolate those subsystems amenable to this method of

programming.

2. In anticipation of some use, the benchmarks

outlined in this report should be coded, and run in a

limited number of dialects of LISP and Prolog. Additional

routines should be created to test capabilities in robotics.

In the process, programmers should be observed to see which

dialects are easiest to use in practice.

c.... _,,=1 tasks in the _n_= Station _,h=r=

inference techniques are warranted, develop prototypes in

LISP or Prolog, but after development, transfer the

algorithms gracefully to Ada, where speed, reliability and

maintenance are important.

4. Identify those enhancements of Ada which will make
this transition easier.

5. Even when writing programs in Ada from the outset,

isolate data from procedures as much as possible. Be
broad-minded about what is considered data. There is much

in Ada to encourage this; but special effort is required to

reap the benefits of reusable software. Also, make full

use in Ada of the ability to create new data types so as to

make the code transparent.

6. Design and study new nonprocedural languages based

on logical and mathematical principles significantly
different from those of the predicate and lambda calculi.

7. Compare languages theoretical in an effort to

understand the speed and space limitations inherent in

nonprocedural languages. The languages to be compared

would include not only LISP and Prolog, but also any new
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languages thought of in connection with item 6 above.
Hopefully thins will lead to new and better interpreters_
insuring convergence in a timely manner.

A Final Quote

We end with a quote, which the reader is free to
interpret either: as a slur on nonprocedural algorithms

which take too long to end; as a comment by a faculty fellow

on the anguish of getting a summer project finished in ten

weeks; or, more nobly, as a sigh of empathy for NASA_s
travails in meeting tight launch schedules.

the that runs against Time has an antagonist
not subject to casualties. _

Samuel Johnson
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ABSTRACT

The Imaging Spectrometric Observatory (ISO) is capable of

recording spectra in the wavelength range of 200-12000

Angstroms. Data from a recent Spacelab I ATLAS mission has

imaged the terrestrial airglow at tangent ray heights of 90 and

150 kin. These data contain information about trace atmospheric

constituents such as bromine oxide (BrO), hydroxyl (OH), and

chlorine dioxide (OClO). The abundances of these species are

critical to stratospheric models of catalytic ozone destruction.

Heretofore, very few observations have been made especially for

BrO. We have developed software to purge unwanted solar

features from the airglow spectra. The next step is a measure

of the strength of the emlssion features for BrO. The final

analysis will yleld the scale height of this important compound.

XXVIII-I



ACKNOWLEDGEMENTS

My 10 week stay at the Marshall Space Flight Center has

been very rewarding, both personally and professionally. The

praises I slng and the laurels I give should be lald at the feet

of many. First, I would llke to thank Dr. Marsh Tort for

including me In her group and for the time she has spent In

helping me learn the ropes.

I am also very grateful to Hassan Douganl, a graduate

student at UAH, for his friendship and for the long hours he has

put In developing software and showing me how to use It.

Thanks to Barry Welsh for hls patience when he taught me

how to operate the spectrometer.

I appreciate the friendship of Alex TeJada, Richard Hoover,

and the members of our lunch group for adding their personal

touches.

Mr. Philip Butler deserves recognition for spending a week

of hls vacation developing a FORTRAN program to ald in screen

management for the spectrometer analysis.

Finally, I want to thank Dr. Michael Freeman and Ms. E.

Cothran for their untiring efforts in making the program a

success.

I contributed, I learned, and I made good friends. Thank

you all.

XXVIII-II



INTRODUCTION

The integrity of the terrestrial ozone layer has

been a research topic of much concern and interest

since the early 70's when it was demonstrated that

industrial uses of halogenated compounds could lead to

serious deliterious effects. (I)(2)

The critical nature of this shield against the

near-ultraviolet is even more striking when you realize

that the column abundance (3) of ozone !s only 0.3 cm.

Figure I shows the absorption characteristics of the

atmosphere and the role played by ozone.
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Ozone is the only atmospheric constituent with a

significant absorption cross-section for the range of X

2000-3000 Angstroms. This region is called the

Hartley bands and continuum, It physically represents

photodissociatlon of ozone, to wit:

03 + hv "* 0 + 02 ...... (I)
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Ozone is naturally replenished through the "reverse" of
thls reaction:

0 + 0 2 + M -* 0 3 + M .... (Ii)

where M is an unspecified third body.

Figure 2 shows the temperature profile of the

atmosphere as well as the names for the major layers.
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Figure 2

The troposphere has a ceiling at 18 km near the

equator and roughly half that near the poles. The

stratosphere extends from there up to about 50 km where

It meets the mesosphere. The maximum concentration of

ozone occurs at about 50 km. This fact, along wlth the
absorption of energy shown in eq (i), results in

heating at the stratopause and the observed temperature
reversal through the stratosphere.
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BACKGROUND

For a very long time there has been a balance or

ozone production and destruction. The former princi-

pally through eq (il) and the latter through photo-
dissociation and chemical reactions wlth minor

species.

One of the primary sinks for 0 3 is a group of
molecules termed the halomethanes. These are com-

pounds where one or more of the hydrogens in methane

(CH 4) is replaced wlth a halogen such as chlorine,

bromine, or fluorine. Three examples of halogenated

compounds found in the atmosphere are methyl bromide

(CH3Br), and the chlorofluoromethanes, Freon-11

(CF2CI 2) and Freon-12 (CFCI3).

Although many such molecules do occur In nature,

e.g. methyl bromide Is a result of marine biology, the

tipping of the scales occurred with the onset of

industrial production of these compounds.

Methyl bromide is used as an agricultural fum-

igant, as a gasoline additive, and In fire extin-

guishers. The freons, of course, are used in c^^llng_v_

systems and as inert carrlers in aerosol spray cans.

These compounds are very inert. It Is difficult

to get them to chemically react wlth anything. Thls is

the reason that they are attractive to industrial

users. They are also insoluble In water, so the ocean

Is not a slnk for these contaminants. Thls inert

property results In their collecting in the troposphere

for extended periods of time until they are transported

up to the stratosphere.

In the stratosphere, they are photolysed by the

ultravlolet lnto atomic CI, Br, etc. Some research-

era (4) have shown that when adhered to the surface of

dust or grains these halomethanes can be photodls-

soclated by the more abundant visible wavelengths due

to quantum mechanical surface chemistry effects.

A free chlorine or bromine atom has an average

lifetime for chemical reaction In the stratosphere of
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approximately 0.05 seconds.

an ozone molecule as

It reacts principally with

C1 + 0 3 ÷ ClO + 0 2
........ (iii)

BP + 03 + BrO + 02

On the face of it, the situation is not crltlcal;

one bromine destroys one ozone. Unfortunately, that is

not the whole story. The BrO (and similarly for CIO)

is then dissociated through one of many possible paths

back into Br. Two of the important reactions are:

Br0 + 0 ÷ Br + 02 or

Br0 + Br0 ÷ 2 Br + 02

....... (iv)

The bromine atom is thus free to react with another

ozone. It typically goes through approximately 1000

cycles before being trapped as HBr and rained out as

acid rain.

It is important to keep in mind that perforce I am

simplifying the reactions involved--while keeping the

principle ideas. Modern stratospheric computer codes

contain hundreds of reactions that are both strongly

interdependent and usually very stiff. This makes

definitive answers hard to find.

As an example of the complexity, the following set

of equations show some of the possible reactions

involved in freelng Br from BrO.

Br0 + hu ÷ Br + 0

Br0 + Br0 ÷ 2 Br + 02

Br0 + Br0 ÷ Br 2 + 02

Br0 + 0 ÷ Br + 02

Br0 + 03 ÷ Br + 202

Br0 + OH ÷ HBr + 02

....... (v)

Br0 + NO ÷ Br + N02

Br0 + NO 2 + M ÷ Br0N02 + M

Br0 + HO 2 * HOBr + 02
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The models are so untenable that it is usually the
custom tic group different equations into families or

"chemistries". Then the assumption is made that the

reaction rates are fast enough that the family Is

always in equilibrium. In the last few years this has

been shown to be a false assumption. For example,

considering the bromine and chlorine catalytic cycles

separately a certain deEradatlon of the ozone

abundance would be calculated for each. The amount

depends on how fast bromine (or Cl) Is freed (see eqs

(v)) to participate in the ozone cycle.

However, because the two chemistries have been

studied separately, a very important reaction between

the two families is overlooked, vlz:

or

BrO + CIO * Br + CI + 02

Br + OClO

....... (vl)

This is an exothermic reaetion that Is very important

to the catalytic cycles of both Br and Cl. The

presence of bromine then, not only results in the

destruction of ozone directly, but it also helps the

catalytic cycle of chlorine. How important is bromine

to the catalytic cycles? Consider that the eoncentra-

tlon of chlorine is approximately 2 parts per b1!llon

by volume (ppbv). Figure 3 shows that as little as 20

parts per trillion by volume (20 pptv) of bromine can

reduce the ozone layer by 2.5 %.
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OBJECTIVES

In the troposphere, bromine is found as CHsBr. In

the stratosphere, it occurs principally as BPO. Figure

shows model calculatlon of stratospheric concentra-

tions.

_D "_ zO_ iOe iO t jO e

Number densdies (cm "3)

Figure 4

One problem with the stratospheric codes Is the

lack of data for the abundances of minor species much

as OH, Br0, and OCI0. Dr. Marsha Torr has designed and

built an Imaging spectrometer that simultaneously

measures spectra from 200 to 12,000 Angstroms. In one

form or another this instrument has flown on the space

shuttle (ATLAS mission Spaeelab I), as a balloon

payload from Palestlne, TX, and a scaled-down version

could be available for future planetary studies.
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Figure 5 shows a diagram of the Imaging Spectrometric

Observatory (ISO) instrument that flew on the shuttle.

The objective this summer has been to analyze the

ATLAS mission data to determine the concentration of

BrO through the strengths of its emission bands. Fur-

thermore, since the geometry of the spectrometer allows

a degree of altitude separation, the possibility exist

to determine the scale height of bromine oxide.

THE DATA

Figure 6 presents the ISO airglow spectrum

measured at a tangent ray height of 150 km. Some

obvious features are the H and K calcium solar absorp-

tion lines at 3933 Angstroms and 3956 Angstroms. At

3914 Angstroms there is the strong terrestrial emission

due to N2+IN. There is also a strong emission feature

at 3570 Angstroms due to N22P and N2+IN. In order to
better see which features are terrestrial in nature it

is necessary to divide this spectrum by a similar solar

spectrum. This will presumably remove such features as

the two calcium absorption lines and other features

indigenous to the sun. Figure 7 shows a solar spectrum

taken at the National Solar Observatory (Kitt Peak).

Since the scales and resolution of the two spectra

are different (FWHM _ 7.5 Angstroms and 0.05 Angstroms

respectively), the solar spectrum must first be

smoothed or convolved with the instrumental profile and

then scaled so that dividing one into the other will

effectively remove the common (solar) features.

A gausslan distribution with a full width at half

maximum (FWHM) of 8 Angstroms was first used as an

approximation for the instrument profile. Figure 8 is

an expanded plot of the H and K lines for the smoothed

solar spectrum and the ISO data. This figure shows how

well the convolution and scaling work. It also showed

the need to sllp one spectrum approximately three

plxels to have it match up feature-for-feature with the
other.
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Figure 9 is the spectrometer data after dlvlslon

by the solar spectrum. The H and K lines are effectively

removed. It is obvious that the spectrometer data (fig

6) shows a greater difference between the intensity at

3000 Angstroms and that at _000 Angstroms than does the

KPNO solar spectrum (fig 7). Thls can be understood

when you realize that the ISO spectrometer is pointed

tangent to the ozone layer while the solar spectrum was

taken normal to the layer. The ISO configuration llne

of sight has a larger optical path length through the

ozone than does that of the KPNO. The increased ozone

absorption distorts the divided spectrum (Figure 9). We

are currently studylng ways to remove this effect.
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CONCLUSIONS AND RESULTS

Since the amount of ATLAS data is voluminous,

final results and conclusions are not yet available.

However, during the course of the summer, there have

been many small accomplishments that together will

ultimately contribute to the final report. It is

appropriate to record some of these here.

Solar Spectrum

Ideally, we would like to divide the ISO spectrum

by a solar spectrum that Is free of terrestrial

features. This means that the spectrum must be taken

from a platform above the earth's atmosphere. After a

thorough llterature search and phone calls to many

well-known researchers in the fleld, we found three

sources of solar spectra. Actually, only two fit the

bill of being hlgh-altltude spectra. The third was

the ground-based spectrum from the National Solar

observatory (KPNO). It had the beneflts of being

immediately avallable and of very hlgh resolutlon.

The other two spectra are from the space shuttle

and rocketaborne measurements. The investigators

responsible for the data reduction and ultimate

dissemination are Jim Mentall and G. Bruckner. They

both said that their data were not yet available, but

we would be on their mailing llst for future delivery.

We decided to use the KPN0 data in order to proceed

with software development. The new solar data will be

substituted when it arrives.

KPNO Data

The KPNO solar spectrum is the same as that

described in Solar Flux Atlas from 296 to 1300 nm by

Kurucz Furenlid, Brault, and Festerman. The tape is marked
KURUCZ ;APE I in the Atomic Physics Branch. There are

basically two sets of data on the tape, both covering

the complete spectral range above. The first is at a

resolution of 0.5 pm from 296 to 800 nm and 1.0 pm from

800 to 1300 nm. The second spectrum is the first

degraded by a factor of 10. The resolutions are
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therefore 5 pm and 10 pm respectively. The resolutlon

of the latter is much better than the 800 pm resolution

of the ISO instrument and its size is one-tenth the

size of the first. Consequently, it was deemed appro"

prlate and stored on the VAX disk for use. It can be

read on DISK0:ILESTRADE.SOLAR!KPNO.DAT.

Software

There are two principal programs developed for

data reduction. The first (GENSOLAR.EXE) convolves the

Kitt Peak spectrum with a gaussian function to generate

a solar spectrum suitable for division into an ISO

spectrum. The second (DIVSOLAR.EXE) does the actual

dlvlslon. They also reslde in the VAX area

DISKO:[LESTRADE.SOLAR]. Executing the programs is

quite straightforward. GENSOLAR asks for the input

solar file (KPNO.DAT) and the output convolved

spectrum. I used an extension of ".SMO" for the

latter. You have the choice of having the output

spectrum at user-supplled wavelengths or at those

matching the ISO spectrum file. A sample ISO file

might have the name "ARRAYOUT.REQ".

Hr. Phll Butler had more experience than most with

the VAX screen management processes. He spent a week

working to develop a friendly user-lnterface for these

programs. Due to a lack of time, the interface was not

implemented. However, it will be in the near future.

Future Plans

My immediate plans are twofold. First, I will

develop the software to run on the Zenith micro _

computer. This will enable me to do further processing

while at Mississippi State. With a micro, it will be

possible to make the data smoothing and division a more

interactive process. For example, the ISO spectrum

could be displayed on the screen and a certain portion

selected for magnification. Then the solar spectrum

could be superimposed and scaled-real time, and finally

divided to reveal important features.

Second, I have been assigned the 90-kilometer ISO

data for analysis. The first steps will involve

getting these data off the appropriate tapes, compress"

ing them, and transferring them to the VAX. I would

llke to accomplish this remotely using telecommuni _

cations. The one dark cloud is the absurd security

measures taken to protect the VAX from hackers. The

"call-back" system installed effectively keeps every-
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body out. Even researchers calling in to the VAX from

within the same building have given up in frustration.

Efforts are continuing.

Ultimately, we plan to derive abundances of

bromlne oxide. My past experience with radiative
transfer and level of ilne forma5ioii (5) should

help wlth this goal. With the industrial usage of

bromlne increasing at a rate of 7% per year, this is an

important goal.
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ABSTP.__CT

An orbiter and its payload substructure are linked together by five

trunnion joints whlch have thirty degrees-of-freedom. Geometric com-

patibility conditions require fourteen of the interface physical coor-

dinates of the orbiter and payload be equal to each other and the

remaining sixteen are free to have relative motions under Coulomb

friction. This report presents the component modes synthesis method

using fourteen inertia relief attachment modes for the formulation of

the coupled system. The exact nonlinear friction function is derived

based on the characteristics of the joints. Formulation is applicable

to an orbiter that carries any number of payload substructures.
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I. INTRODUCTION

I.I Obiective of This Research

An orbiter and its payload substructure are linked together by five

trunnion joints: two primary joints support load in the axial (x) and

normal (z) directions, two stabilizing joints transfer forces in the

normal direction and the keel joint carries load in the transverse (y)
direction. The joint shafts of the payload _d the support bearings of
the orbiter are free to have motions relative to each other under Coulomb

friction. The objective of this research is to makeanalytical formula-
tion of this nonlinearly coupled system for dynamic response.

1.2 Method of Approach

Componentmodessynthesis has been accepted as the most efficient
method for coupling substructures of large degrees-of-freedom for

dynamic analysis in the last decade. The five nodes of the joints have

thirty DOF's (3 translations and 3 rotations) of which the fourteen
restra_._nedcoordinates are the interface coordinates and the remaining

sixteen coordinates free to moveunder Coulombfriction are a subset of

the interior coordinates. The orbiter and its payload are treated as
two free-free substructures for which two sets of free-free normal modes

are generated by their finite element models. These modesconstitute

the generalized coordinates. Fourteen inertia relief attachment modes
for the interface coordinates form the dependent generalized coordinates.

The friction forces acting on the free coordinates dependon whether

the joints are in stuck state (no relative motion) or in a motion state.

Any numberof coordiantes maybe stuck and the others in motion. Non-
linear friction functions will be derived for the joints. A set of

motion equations of the coupled system in terms of the generalized
coordinates are obtained by using the geometric compatibility conditions

and equilibrium of the joint interaction forces.
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1.3 ComponentModesSynthesis Method

Since Hurry [I] first proposed the method of coupling large sub-

structures by component modes synthesis for dynamic analysis in 1965,

numerous papers have been published, such as references 2, 3, and 4,

for extension and modification of the original concept. Among the

various versions of this method, the inertia relief attachment modes for

unconstraint substructures and the residual attachment modes for con-

straint substructures have proven to be the most accurate methods

up-to-date.

An outline and examples of the various approaches of the component

modes synthesis can be found in chapter 19 of Craig's book [5] . Because

of the limited pages allowed for this report, the detail of this method

will not be presented, but rather, the readers are referred to reference

5. The formulation of the coordinates transformation matrix and the

generalized mass and stiffness matrices in chapter 2 of this report are

very similar to that given in Craig's book. Some of the Greek alphabets

used in the equations in Craig's book are replaced by English alphabets

for typing convenience.

1.4 Description of Substructures

Figure 1 shows the payload structure and its finite element model

is shown in Figure 2. This structure is to be linked to an orbiter by

five joints which can be seen from these figures. The joint shafts and

the support bearings can be seen in Figure 3. Coordinates x, y, and z

are axes along the body axis, transverse, and normal directions of the

orbiter as shown in Figure I.

It is important for engineering designers to determine the loads on

the payload structure and its interfacing structure accurately during

the orbiter launching phase. The existing computing program has not

been analytically formulated for dealing with frictional joints and is

based on some simple assumptions on the joint friction forces. It is

doubtful that such a simple model can produce accurate data for the

designers. This is the motivation for this research.
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(b) Keel j o i n t .  

Trunnion joints of payload. Figure 3 .  
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II. ANALYSIS

2.1 Characteristics of Trunnion Joints

An orbiter may carry one or more payload substructures and each of

them is attached to the orbiter by five trunnion joints. As shown in

Figure 3(a), the two primary joints support loads in x and z directions

while the joint shafts are free to slide and rotate relative to the

support bearings mounted on the orbiter. The two stabilizing joints

shown in Figure 3(a) are designed to transfer load along z direction

only and the joint shafts may have sliding and rotation motions in x

and y directions relative to the orbiter. The keel joint which is

located at the bottom of the payload structure as shown in Figure 3(b),

has the same function as the stabilizing joint except the direction of

y and z are interchanged.

Consider that each interface node of the orbiter and payload has

six degrees-of-freedom (3 translations and 3 rotations) which are denoted

by ux, Uy, uz, 8x, By, and ez. The geometric compatibility, or con-

straint, conditions for the five joints are summarized in Table I. An

inertia relief attachment mode denoted by Pa is assigned for each con-

straint physical coordinate, uj, as shown in Figure 4 and listed in the

third column of Table I. The coordinates which have free motion rela-

tive to the support, uf, are given in the last column. Discussion of

inertia relief attachment modes will be given later.

2.2 Coordinate Numbering for Joint Nodes

Let u i and uj denote the physical coordinates of the interior and

interface nodes, respectively. As shown in Table i, among the 30 coor-

dinates of the joint nodes there are 16 coordinates that have free

motions (uf) which must be treated as a subset of u i and the remaining

14 coordinates form the set u.. These physical coordinates and the
3

generalized coordinates for the attachment modes are arranged in

sequence as shown in Table 2.
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Table I. Characteristics of Trunnion Joints

Joint u. Constraint Pa Attachment Mode uf Free MotionJ

o = up x - force uPrimary u
x x y

o upu = z - force e
z z y

e° = ep x - moment
x x

e° = 8p z - moment
Z Z

Stabilizing u° = up z - force u
g z x

8° = 8p z - moment u
z z y

e
x

e
y

Keel u° ffiu p y - force u
y y x

8° ffiep y - moment u
y y z

0
X

e
....... Z

Total Number 14 14 16

Superscripts "o" and "p" denote orbiter and payload respectively.

Special notation is given to another set of physical coordinates

which is a subset of ui, for the convenience of formulation of joint

friction forces. These are the coordinates of the nodes of the joint

shafts at the built-in end of the payload structure. The coordinates at

the built-in end opposite to Unf at the free end is denoted by Unb as

shown in Figure 4.

In Figure 4 parts (a) and (b) depict the pairs of bearing and shaft

of the two primary joints, parts (c) and (d) are for the stabilizing

joints, and part (c) is for the keel joint. Nodes B I through B5 repre-

sent nodes of the joint shaft at the built-in end. Other symbols are:
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P4a _._ P8a

l'P2a -_

(a) Primary Joint 1 , . (b) Primary Joint 2

Ploa .. 12a

, / J3\P. !.: -

-g(c) Stablizing Joint I " Ul . _l,0by (d) Stablizing Joint 2

'

"_7/'- P ," r .

Y Joint

Figure 4. Coordinate system of trunnion Joints.

XXIX-8



Table 2. Sequence of Joints Coordinates

Sequence uf (joint) uj (joint) Pa (joint)

i u (I) u (I) f (I)
y x x

2 e (i) u (I) f (I)
y z z

3 u (2) e (I) M (I)
y x x

4 s (2) e (I) M (I)
y z z

5 u (3) u (2) f (2)
x x x

6 u (3) u (2) f (2)
y z z

7 o (3) o (2) M (2)
X X X

8 o (3) s (2) M (2)
y z z

9 u (4) u (3) f (3)
x z z

10 u (4) e (3) M (3)
y z z

ii 0 (4) u (4) f (4)
X z z

12 o (4) e (4) M (4)
y z z

13 u (5) u (5) f (5)
x y y

14 u (5) 0 (5) M (5)
z y y

15 0 (5)
x

16 0 .(5)
z

2d = distance between supports of the shaft in x direction

L = length of joint shaft

r = radius of joint shaft

r = radius of bearing support in x direction
X

The above dimensions may have different values for different joints.

The numbering system for all coordinates and forces are given according

to Table 2.
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2.3 Friction Force Acting On Free Coordinate

2.3.1 Primary Trunnion Joint i

If the axial elastic force in th@ JQ!_..t @h@$t is smaller than

the axial friction resistance, there will be no sliding motion between

the shaft and the bearing. With the aid of Figure 4(a), one may state

the following. If

then,

lUl_ -Ulb I ka < _N (2.1a)

o (stuck)Ul_ = Ulf (2.1b)

o

flp = - flf = ka(UlP - Ulb)

where

= static coefficient of friction

= _r2E/Lka axial stiffness of shaft =

E = Young's modulus of elasticity

N = pressure between shaft and bearing = [(Pla )2 + (P2a)2] ½

Once the sliding starts, one may state that if

(2.1c)

o (sliding) (2.2a)Ul_ # Ulf ,

then

O

fl p = - flf = ka(Ul p - Ulb) = _N

When the elastic force in the joint shaft becomes smaller than the

friction force,

(2.2b)

kalu1_ - Ulbl < _N , (2.2c)
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then sliding stops,

u,_ = u, °F (stuck) (2.2d)

where _ is the kinematic coefficient of friction.

In dealing with the coordinate u2f, two sets of equations similar

to Equations (2.1) and (2.2) may be written by replacing subscript "I"

= _r4G/2L. The spring constant representsby "2", N by rN, and ka by k s

the shear stiffness of the shaft and G is the modulus of shear. The

....o_-= f_ the =howe two r_eq and the cases to be discussed for other

joints can be represented by a simple figure as shown in Figure 5. Let

xn = Un_ - Unb

fn_ = - f ° = k xnf n n

n - 1,2,...,16

(2.3)

The function fnf and the "stuck" and "sliding" conditions are shown in

Figure 5.

As x increasing reaches point A where
n

fnf ffiknXn ffi_rnNn (2.4)

relative motion of the coordinate Unf starts; and then, the friction

force drops immediately to point B where

fnf = knXn = _rnNn (2.5)

If elastic force in the joint shaft decreasing passes point B, relative

motion stops (stuck state). To the negative side points A' and B' are

the equivalent points of A and B, respectively. It is important to

note that the magnitude of N is a function of the generalized coordinates
n

pa which determine the magnitudes of A and B. Next, with the aid of

Figure 4, the notations k, N, and r are derived for n equal to 1 through

16.
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_Nnrn

p.Nnrn

= khxn

• 0

STUCK: unP = Unf

x
n

2.3.2

Figure 5. General function of friction in joints

General Function of Friction in Joints

The following spring constants of the joint shaft are defined:

k = _r2/EL (axial)
a

k = _r4G/2L (shear) k = ur4G/2L
S Sx x

k r = 4EI/L (end moment with zero deflection)

= 12EIIL 3 (end deflection with zero slope)

(2.6)

One may define the following for Equations (2.3), (2.4), and (2.5):

k =k
n s

n = 1,3,6,10,14

k =k
n r

n ffi2,4,8,12,16

k = k n = 5,9,13
n sx

= k n = 7,11,15kn rx
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r ffi 1
n

r = r
Ll

r = r
n x

2 %
Nn ffi[(Pla)2 + (P2a) ]

n = 1,3,6,10,14

n = 2,4,8,12,16

n = 5,7,9,11,13,15

n = 1,2

[ (P5a)2 2 ½bln = + (P6a) ] n ffi 3,4

Nn = [(P9a )2 + (Pl0a/d)2] ½ nffiS,7

%
2 (P12a/d)2N = [(Plla ) + ] n ffi9,11n

2 ½
Nn ffi[(Pl3a )2 + (Pl4a/d) ] n ffi13,15

[(P9a )2 + (_N5)2]½

• [(P9a )2 + (kbX5)2] _

N
n

- o

if u5P ffiu5f

if u5P ffiu=°#L

n ffi 6,8

[(Plla )2 + (_N9)2]½ if

Nnffi {
[(Plia)2 + (kbX9)2] ½ if

o

u9_ = u9f

n = i0, 12

2]½ o

= {[(Pl3a )2 + (_NI3) if ul3P # u13 f2 o
Sn [(Pl3a) + (_x13)21½ if u13 _ = u13 f

n = 14, 16

2.4 Component Modes for Unrestraint Substructures

2.4.1 Physical Coordinates

Consider that the orbiter and its payload are two unre-

straint substructures to be coupled together by the 14 interface coor-

dinates described in Section 2.1. Now, let's begin the formulation from

the equation of motion of a substructure,

mQ + ku ffif (2.7)
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The massand stiffness matrices m and k are generated by finite element

models, and f denotes external forces applied to the substructure. Note

that the superscripts "o" for orbiter and "p" for payload will be used

when the situation requires to identify the substructure, otherwise,

expressions without these superscripts are applicable to both. The

physical coordinates u are separated into two subsets: ui for interior

nodes and uj for interface coordinates. As described in Section 2.2,
the free coordinates of the joint nodes, uf, belongs to a subset of ui.

Thus, ui consists of us, the physical coordinates of interior nodes, and
uf. The m and k matrices must be rearranged and consistent with u in
the form,

u [us uf . uj] T " uj] T= : = [u i . (2.8)

and so is the matrix f,

• _ • fj]Tf = [fs ff fj]" = [fi (2.9)

where

f = external load_acting on interior nodes
s

ff = friction force acting on uf

f. = external load acting on u. = 0
3 3

The dimension of these elements are as follows:

uf : 16xl uj : 14xl (for orbiter and payload)

and dimension for u s is arbitrary and different for orbiter and payload.

2.4.2 Free-Free Normal Modes

Solving eigenvalues and elgenvectors of Equation (2.7) for

free vibrations, one obtains six rigid-body modes (zero frequency) and

free-free elastic normal modes as follows:

2
(k - coim)bi = 0 (2.1o)

XXIX-14



with

_mb = I r = I, 2, ..., 6 (2.11)b r

bTmb = i
e e

2
bTkb = _ e = I, 2, ..., k (2.12)
e e e

where b and b are normalized nxl eigenvectors of rigid-body and elastic
r e

modes respectively, n is the dimension of u and k is the number of elastic

modes to be kept in the formulation (k _ n - 6). The modes higher than

k are dropped to reduce the size of the coupled structural system. Now,

denote the matrix of the eigenvectors of the kept elastic modes by

Bk = (b I b 2 ... bk) (2.13)

and let Pk be the generalized coordinate associated with the normal

mode bk. Note that the orbiter and payload may have different values

of k, i.e., k # k .
o p

2.4.3 Inertia Relief Attachment Modes

An attachment mode a is a set of physical coordiantes u due
a

to a unit force applied to one of the interface coordinates, uj, while

forces on all the rest of the interface coordinates are zero. Let Pa

be a set of generalized coordinates associated with the attachment mode

aa (a = i, 2, ..., 14), as shown in Figure 4. Let matrix Aa denote the

set of attachment modes,

A = (a I a2 ... a14) (2.14)

Since the orbiter and its payload are unrestraint structures, the attach-

ment modes are due to a self-equilibrated force system,

f = f - m_
e r

which is the result of applied and rigid-body inertia forces. Hence, A a

is called inertia relief attachment modes. For more detail the reader

is referred to Reference 5, pages 479-487.
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By definition, the inertia relief attachment modes may be obtained

from the equation,

A a = GeF a (2.15)

where the elastic flexibility matrix may be formulated from

= A-IB T A-I dlag(i/_)Ge Be ee e ee = (2.16)

and matrix F represents unit force at each coordinate u.,
a 3

F

a

Oij Oij = ixj zero matrix

Lljjj ljj = jxj unit matrix

(2.17)

Thus, Equations (2 •15), (2.16), and (2.17) result

Aa = Bk(A Bak)

in

(2.18)

Note that if only the first k elastic modes are kept for formulation of

Ge, and Be = Bk as defined by Equation (2.13), and

=i
Akk =

"1/_,

(2.19)

it can be seen that the contribution due to the neglected high frequency

modes is small, if k is sufficiently large•

It is easy to show that Equation (2.16) yields the flexibility.

From Equation (2.12)

A-lee= [BTkeBe l-I = BelkeI- - (BT)' 1 (2•20)

and postmultiplying BT to both sides of the above
Premultiplying Be e

equation leads to

B A-IB T= k -I = G
e ee e e e
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2.4.4 Coordinate Transformation

It can be seen that the physical coordinate u is the result

of the generalized _uu_dL-Late_ Pk and _,,=....=_v,,4^- v_^__,._......g I_=A

interface forces Pa" Thus,

u = (Bk A a) Pa

or in partitioned forms,

uj gjk Aja Lp a

and

[] pk
Us[BskAsalui,kA,al[pa]
uj 4 Bjk AjaJ

(2.21a)

(2.21b)

(2.21c)

2.5 Equation of Motion of Structural System

2.5.1 Equation of Motion in Terms of Generalized Coordinates

Substitution of the coordinate transformation and premultl-

plication of the transpose of the transformation matrix given by Equation

(2.21) to Equation (2.7) results in the equation of motion in terms of

the generalized coordinates,

T

maa_a + kaaPa = A Tf + Af_ff + T (2.22)sa s AjaPa

Making use of the orthogonallty conditions given by Equations (2.11) and

(2.12) and taking into account that Aa is a linear combination of the

normal elgenvectors _, it can be shown that the generalized mass and

stiffness matrices in the above equation can be written in the following

forms,
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mkk = Ikk '

- -1 -1 B T
maa = AaTmAa = Bjk Akk Akk jk

mka=m T=ak 0

(2.23)

= Akk %a = _ T, ak = 0

A-IB T
kaa = AaTkAa = Bjk kk jR = Aja

(2.24)

2.5.2 Equations of Constraints

Two sets of constraints on the interface coordiantes of the

two substructures (orbiter and payload) that must be satisfied are

Geometric Co_atibility: u°3 - u_ = 0

P=oEquilibrium of Interface: P: + Pa

j = 1,2,...,14

a = 1,2,...,14

(2.25)

(2.26)

Rewriting Equation (2.25) in terms of the generalized coordinates given

by Equation (2.21) and putting Equations (2.25) and (2.26) into a single

matrix equation, one obtains

Cp = 0 (2.27)

where

pP = [P: Pa Pk p ]T (2.28)

Ai° -A p B o ]

a ja jk -BjkP

C = = [Caa _ Cak] (2.29)
I 0 0

Let q denote the set of independent generalized coordinates Pk and p_

P in
and express the set of dependent generalized coordinates p: and Pa

terms of q. It gives

[.ol_,= _ Caa Cak q q =

L :J C
(2.30)

where
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iIklkA1
Caa = k I I - kiAjPa

0

k I = (Aja + AjC)-I (2.31)

2.5.3 Transformation of p to q

The complete set of the generalized coordinates p given by

Equation (2.28) can be expressed in terms of the set of independent

generalized coordinates q given by Equation (2.30) by the transformation,

p = Sq (2.32)

where matrix S can be readily obtained by using Equations (2.29) and

(2.31) in the form,

S °v1
o p

-D O -D Do klBj_

I 0 Dp = klBj_
0 I

D = [DO Dp] (2.33)

2.6 Equation of Motio_ of Coupled Structural System

2.6.1 Equation of System in Terms of p

Writing equations for orbiter and payload and putting

together according to Equation (2.28), one obtains an equation of motion

of the coupled structural system in the form,

+ kP = Ps + Pf + Pa (2.34)

where the elements are given in the following.

matrices are

"-- 0
m
aa

0

aa

m m

aa
- o

The mass and stiffness

_P
aa

-p

(2.35)
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The matrixP s which denotes the external applied load, is

. o 0 B o 0]T fo (2.36)Ps [Asa sk s

and note that the external applied load on the payload is zero. The

matrix Pf which represents friction load acting on the Joint free coor-

dinates uf, is

= o - A p o -Bf_ ff (2.37)Pf [Afa fa Bfk ]T o

and note that fP = -f_. The term Pa is due to the constraint forces

acting on the interface coordiantes u.. With p = o
3 Pa - Pa' one has

Pa = [Aj: -AjP a Bjk° -Bj_] T POa (2.38)

2.6.2 Eliminatlon of the Dependent Generalized Coordinates

Substitution of Equation (2.32) into Equation (2.34) and pre-

multiplication of the resulting equation by ST leads to equation of

motion of the coupled structural system in terms of the independent

generalized coordinates q in the form,

o O

M_ + Kq ffiQsfs + Qfff (2.39)

The elements in the above equation are given in the following. The sys-

tem mass matrix may be written in the form,

M ffi ST m S _[ MOO Mop]

where

(2.40)

M = o (Bj_) T mlBj _oo Ikk +

Mpp ffiIkP + (Bj_) T mlBj_ ,

Mop = MpT° = - (Bj:) T mlBjP

T _ 0

m I = k l(maa + maPa)k I

where

ffi (Aja +. )-I
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The system stiffness matrix has the form,

,, _ _Tr.= [ K K. - oo op ]

%0 %
where

T
K --K
op po

oT-

=_ (Bjk) klBjP

El kTc_ o + - p kl= I" aa kaa)

(2.4 I)

The matrix Qs'

i T oT oT 1

Do(Asa) + (Bsk)

Qs -- STPs = T o T

Dp (Asa)

(2.42)

The matrix Qf,

o. sTp. Do (Afa += = (2.43)

"r r T o AfP)T.D_ (Afa +

The matrix product sTp = 0. With the aid of Equations (2.29) through
a

(2.33), Equation (2.38) can be rewritten in the form,

Then

sTpa
It can be seen from Equations (2.27) and (2.32) that

CS = 0 and sTp = 0 .
a

2.6.3 Equation of Motion of Coupled Structural System

Now, the formulation of equation of motion of the coupled

orbiter and payload system, Equation (2.39), is completed. This equation

is nonlinear as a result of the friction force being a nonlinear function

XXIX-21



of the independent variables. Therefore, the usual modal analysis of

free vibrations can not be applied. However, one may examine three

special cases from Equation (2.39).

Case I.

Case 2.

Free vibration with frictionless joints (_ = _ -- 0)

M_ +Kq= 0

Forced response with frictionless Joints

O

M_ + Kq ffiQofs

Free vibration with frictional joints

fo
M_ + Kq = Qf f

Case 3.

(2.44)

(2.45)

(2.46)

Both cases 1 and 2are linear and can be treated by the co-..on approach.

The third case is nonlinear and its natural frequencies depend on initial

conditions and amplitudes of motion.

2.7 Orbiter Coupled with Two Payload Substructures

Any number of payloads may be coupled with the orbiter at the same

time. The modification of the formulation is simple and straightforward.

To be specific, an orbiter with two payloads is illustrated in the

foli owing.

2.7.1

follows.

Physical Coordinates Transformation

The transformation given by Equation (2.21) is expanded as

(i) Coordinates of the orbiter

U
S

Ufl

uf2 =

ujl

.u j2.

"Bsk Asa I Asa2

Bflk Afla I Afla 2

Bf2k Af2a I Af2a 2

Bj ik A. Aj31a I la2

.Bj2 k Aj2al A.J 2a2

"Pk "

Pa 1

,Pa 2.

Bsk Asa"

Bfk Afa

Bjk Aja

[Pk1
Pa (2.47)
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where

ufv = free coordinates of joints of payload i
A

uf2 ffifree coordinates of joints of payload 2

u. ffiinterface coordinates of joints of payload 1

31

u. ffiinterface coordinates of joints of payload 2
32

(2) Coordinates of payloads

U
s

P2
U
S

Pl

uf

P2

uf

Pl
U.

2

-Pl Pl

Bsk 0 Asa

Pl

0 Bsk 0

Pl Pl

Bfk 0 Afa

P2

0 Bfk 0

Pl Pl

Bj k 0 Aj a

P2

0 Bjk 0

I

0

P2 PI"

Asa Pk

0 P2

Pk

P2

Afa P 1

Pa

0

P2 P a

Aj -

(2.48)

where superscripts "PI" and "P2" denote payloads 1 and 2, respectively.

2.7.2 The Generalized Corodinates

The generalized coordinates defined by Equation (2.28) are

increased and arranged in the form,

o o Pl P2 I o Pl P2 T

P ffi[Pa I Pa 2 Pa Pa ' Pk Pk Pk ] (2.49)

Pl P21T
q ffi[P_ Pk Pk I (2.50)

2.7.3

defined:

Other Symbols Used in the Formulation

According to Equations (2.47) and (2.48), the following are
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o

Ajk ['°1= Jlk

A o
L j2 k

jk 0

Aj_ = P2

Ajk

(2.51)

These expressions also apply to Aja, Afa , Bjk , Bja , and Bfa.
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TTT /'_lrtrrT T_'I;' _tgD I_TTTM'IG'DT("AT. _M'PTT_A"I'TCI_
JL. J..a. e v_.B

3.1 Elements of Formulation

Formulation of equation of motion of the orbiter and payload coupled

structural system has been presented in Chapter II. Here, the essential

elements for numerical computation will be discussed. Suppose that the

finite element models for the orbiter and payload are available from

NASTEAN, the first thL_g one _ust do is to _.,.,-..__'1_"_'_4:"_-_°_.._physical coor-

dinates according to Table 2 and Equation (2.21). Then, do the foliowing:

(I) Make modal analysis of substructures to generate B (2.21)

(2) Form inertia relief attachment modes A (2.18)

(3) Compute the generalized mass and stiffness matrices:

_, (2.23), k (2.24), M (2.40), K (2.41)

(4) Formulate the loading functions: Qs (2.42), Qf (2.43)

(5) Program the friction force functions, Section 2.3.

3.2 Friction Force in Terms of the Independent Coordinates

The friction force function derived in Section 2.3 must be expressed

in terms of the independent coordinate q for the solution of the equation

of motion. The elastic deformation of the joint shaft x n given by Equa-

tion (2.3) may be written by making use of Equations (2.21) and (2.33)

in the form,

x up up PP PP PP+ PP= - = (BfkP k + AfaP a) - (BbkP k _aPa )

0 Bfk - Bbk

== q (3.1)
P P

(Aba - Afa)Dj

The normal force acting on the joints which causes friction is a function

of Pa which is given by Equation (2.33),

o ffi Dq (3.2)Pa
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As shown by Sections 2.2 and 2.3 and the above equations, the friction

in the joints is a nonlinear function of q.

3.3 Dimensions of Matrices

In the following the dimensions of each symbol will be given in the

parenthesis following the symbol.

3.3.1 Physical Coordinates and Generalized Coordinates

Let s and s denote the degrees-of-freedom of the interior
o p

nodes, and k ° and kp denote the number of kept normal nodes for the

orbiter and payload, respectively. Then,

o

Us (SoXl) uf (16xl)

uPs (SpXl) up (16xl)

Pk (koXl) Pa (14xl)

o (14xl)
uj

u_ (14xl)

P (kpXl) P (14xl)Pk Pa

q [(k ° + kp)Xl] p [(k° + kp + 28)xi]

3.3.2 Transformation Matrix A and B

Orbiter: i = s + 16 j = 16,
O

Payload: i = s + 16 j = 16
P

3.3.3 Other Matrices

fo (SoXl)S

o (16xl)ff

k = k o,

k=k,
P

Qo [(ko+ k)XSo]

Qf [(k ° + kp)Xl6]

f = 16,

f = 16,

affi 14

a= 14
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VI. CONCLUSIONS

le

e

.

e

The formulation is exact, i.e., there is no assumption or approxima-

tion in dealing with the friction force in the joints.

Formulation applies to structural systems with any number of pay-

loads coupled with an orbiter.

The equation of motion of the coupled orbiter and payload system can

be used for the following cases:

(a) Free vibration of a system with frictionless joints (linear

problem)

(b) Load response of a system with frictionless joints (linear)

(c) Load response of a system with frictional joints (nonlinear)

For free vibration of the system with frictional joints, the natural

frequencies depend on initial conditions and amplitudes of vibration.

The usual eigenvalue numerical procedure can not apply, since the

system is nonlinear.
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A STUDYOFRADARCROSSSECTIONMEASUREMENTTECHNIQUES

by

Malcolm W. McDonald

Associate Professor of Physics

Berry College

Mount Berry, Georgia

ABSTRACT

A study of past, present, and proposed future technologies for the

measurement of radar cross section was conducted. The purpose of the

study was to determine which method(s) could most advantageously be

implemented in the large microwave anechoic chamber facility which is

operated at the antenna test range site by the Communication Systems

Branch of the Information and Electronic Systems Laboratory at the

Marshall Space Flight Center.

The progression toward performing radar cross section measurements

of space vehicles with which the Orbital Maneuvering Vehicle -"w_11 _=_^

called upon to rendezvous and dock is a natural outgrowth of previous

work conducted in this laboratory in recent years of developing a high

accuracy range- and velocity-sensing radar system. The radar system has

been designed to support the rendezvous and docking of the Orbital

Maneuvering Vehicle with various other space vehicles. The measurement

of radar cross sections of space vehicles will be necessary is order to

plan properly for Orbital Maneuvering Vehicle rendezvous and docking

assignments.

The methods which were studied include: (a) standard far-field

measurements, (b) reflector-type compact range measurements, (c) lens-

type compact range measurements, (d) near field/far field

transformations, and (e) computer predictive modeling. The feasibility

of each approach is examinecL
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INTRODUCTION

The Orbital Maneuvering Vehicle (OMV) is being developed by NASA to

function as a fetch and retrieval vehicle. It will be sent out from its

base (initially the shuttle, and eventually the permanent space station)

to rendezvous and dock (R/D) with other space vehicles. The propulsion

system of the OMV will be used to move the other vehicles to different

orbits or to a base location for inspection, repair, or replenishment of
consumables.

The OMV will be unmanned but will be flown by a man-in-the-loop

pilot at a remote location. It will be equipped with a radar sensor to

provide a capability for detecting the target vehicle at some large

range and closing velocity data to support R/D mneuvers.

In order to plan effectively for such OMV-target vehicle encounters

it is imperative that the mission planners have access to information

regarding how large a radar reflection target the target vehicle will

appear to the OMV radar sensor. Such information is the radar cross

section (RCS) of the target vehicle, the value of which contributes

toward determining the maximum range at which radar detection and

tracking of the target vehicle can be expected of the OMV.

It is a valid and necessary undertaking to measure in advance _^L.i _c:

RCS of the space vehicles for which OMV R/D is anticipatec_ The desire

to know the most plausible technique(s) for pursuing such measurements

at the Marshall Space Flight Center (MSFC), the lead NASA center for OMV

development, provided the genesis for this study.

MSFC enjoys the benefit, from the standpoint of performing RCS

measurements, of having in place a large tapered-design microwave

anechoic chamber, normally used for the measurement of antenna radiation

patterns. The taper design is especially beneficial to RCS measurements

because of the reduction of side wall scatter of stray radiation back

into the detector antenna aperture (Ref. i, p.391). The MSFC anechoic

chamber measures about 40 meters in length (with somewhat more than 25

meters forming the taper) witha 9-meter by 9-meter transverse cross

section at the large enct It would be possible for the anechoic chamber

to be adapted to form a compact range for RCS measurement of large

targets, measuring up to, perhaps, 6 meters in maximum transverse size.

The definition of RCS assumes that the target for which the RCS

measurements are to be made is located in the far field (Fraunhofer

region) of the illuminating radar source and, likewise, the reflected

radar energy detector is located in the far field of the scattering

target_ For large targets (several meters in transverse dimension) and

short radar wavelengths (the proposed OMV radar wavelength is of the
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order of two centimeters) the far field distance between radar and

target can be several kilometers. This derives from the generally

accepted criterion for the far field threshold of 2D2/A , where D is

the transverse dimension of the scattering target and _ is the

wavelength of the scattered radiation.

One is faced with the choice of either attempting to make RCS

measurements on a far field range several kilometers long (in which case

the radiated power requirements of the source radar would be very great,

not to mention the difficulties associated with locating an appropriate

site) or providing a compact range facility wherein Fraunhofer field

conditions are produced artificially in short distances by use of

reflector surfaces or lense_ Two other possibilities for determining

RCS of complex targets might include (a) measuring scattered amplitude

and phase in the near field (Fresnel region) of the scattering target

and mathematically transforming those values to find the equivalent far

field scattering pattern, and (b) by a purely theoretical approach,

calculating with computer predictive modeling the expected RCS of the

target. Such are the techniques explored in this paper.
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OBJECTIVES

The objectives which were established to guide this work were:

i. To perform as extensive a survey of relevant library sources as

time would permit in order to establish the various alternative

approaches to RCS measurement,

2. To examine the feasibility or plausibility of implementing

each method at MSFC, taking into account the most advantageous

utilization of current MSFC facilities, equipment, personnel, and

expertise, and

3. To recommend a "best candidate" method or methods for the

measurement of RCS of large radar targets at MSFC.
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RADARCROSSSECTION - DEFINITION

The radar cross section (RCS), _" , of a target is a quantity,

expressed in units of area, usually square meters, which denotes how

effectively the target scatters incident radar energy away in a

particular direction. From Skolnik (Ref. 2, p.40) and others it may be

defined as that area intercepting energy in the incident target-

illuminating beam which, if scattered isotropically, would produce a

power density along a defined direction equal to that actually scattered

by the target. In terms of the spherical coordinates,R, @ ,and _ ,

centered on the scattering target one can define a bistatic cross
section,

where Ei( _t', ¢; ) is the amplitude of the incident electric field

approaching along direction (e;. _ ) and ES( e; _ ) is the amplitude of

the electric field scattered in the (_), _ ) direction (Ref. 3). It

should be noted that the bistatic definition of RCS in equation (i)

suggests a measurement along a direction different than that of the
incident beam.

A more commonly considered definition of RCS assumes that the

reflected radiation is detected along the reverse direction of the

incident beam; i.e., (8, _ ) = (8;,_;). This more often used definition

is termed (a) monostatic radar cross section, (b) backscatter radar

cross section, or simply (c) radar cross section and may be written as

= . (2)

In either definition of _- it is defined that the detection of the

scattered echo is at such a large distance R as to insure that the

scattered waves produce planar wave fronts. It is further implied that

the target was positioned far enough away from the illuminating radar

source so as to be in the far field and thus illuminated by planar

incident wave front_ This report assumes this latter definition of RCS

(Equation 2).

A method for measuring (7- is suggested by the standard radar

equation,

G2"A a-
(3)
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where Pr and Pt are received and transmitted power, G is the gain
of the transmit/receive antenna, A is the wavelength, and R is the
antenna-target distance. Assuming Pt' G, A , and R remained constant,
one could say that _" is directly proportional to the received power,

where k is merely a proportionality constant. By using a standard

target of accurately known radar cross section _ as a reference at the

same point as the actual target one could say

where Pro is the power received at the antenna from the reference

target. Dividing equation (4) by equation (5) yields

suggesting that a simple measurement of the ratio of the power scattered

back into the antenna from the true target and from the reference target

will determine G- in terms of the known (ro . However, this overlooks

an important point.

The scattering of electromagnetic waves by a target can alter the

polarization characteristics of the scattered waves. Thus O-- becomes a

function of the polarization of the incident and received waves. The

scattered wave can be related to the incident wave by a four-element

scattering matrix S given by (Ref. i, [_ 49)

so I-',lSz, 3

so that

(7)

] : 5,, Lr;]
where the subscripts 1 and 2 represent two orthogonal polarization

directions, El $ and E9_ are orthogonal components of the scattered wave

amplitude an_ Ef an6 E_ are similar components of the incident wave
ampl itude.
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The scattering matrix components can be related to RCS components,

: (9)

leading to the definition of an RCS polarization matrix (Ref. 4, _ 30)

L
If we consider horizontal and vertical polarization directions, the more

complete picture of the meaning of radar cross section becomes

0"- = F ¢_H CrVH _ . (ii)

This matrix contains all the reflectivity information available from the

target. The element _H, for example, is the RCS measured when the
incident waves are polarlzed along the vertical axis and the detected

waves are horizontal polarization components. By the reciprocity

theorem, _H = O"HV for a monostatic radar.

Each RCS matrix element consists of an amplitude and a phase.

Coherent RCS measurements include amplitude and phase of the scattered

waves. Traditional noncoherent RCS is defined by the measurement of

amplitude only.

One last point needs to be made about RCS. It is very much

dependent upon the viewing aspect of the target. In fact, for a complex

target, as any space vehicle certainly will be, the RCS can fluctuate by

several orders of magnitude (several tens of decibels), referenced to

one square meter of cross section) in response to less than one degree

change in aspect angle. In general, then, (7- needs to be specified as

_lj(o(,_) where i and j refer to the incident and received
pol_rizations, and o( and _ are two polar spherical angles (such as

azimuth and elevation) which serve to specify the spatial orientation of

the target relative to the direction of the incident beam. The complete

radar signature of a target is the conglomerate of RCS information for

all polarizations and all target aspect angles. Every different radar

target has a unique radar signature, a fact which could conceivably

enable an autonomous space vehicle to identify other space vehicles upon

encounter. That topic, although an interesting one, goes beyond the

scope of this study.
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COMPUTER PREDICTIVE MODELING

In principle, one should be able to predlct the pattern o_

scattered radiation from a target if one knows the shape and electrical

properties of the target and merely applies known principles of

geometric and physical optics. In reality, the correct RCS can be

calculated in detail only for a few target objects of simple shapes

(sphere, cylinder, line, ellipsoid, for examples). Of the simple

targets, the sphere is the only one for which, as a result of its

spherical syn_etry, the RCS is aspect independent.

The sphere, simple as it is, illustrates or hints at how

complicated the prediction of RCS for a more complex target might become

when one considers how the RCS of the sphere depends upon the dimensions

of the sphere relative to the wavelength of the incident radar waves.

For example, when the circumference of the sphere, C, is much smaller

than the wavelength, _ , (the so-called Rayleigh scattering region) the

sphere tends to ignore the incident radiation and the RCS can be quite

small compared with the RCS found if C>>_ (say C>IOA, the so-called

optical scattering region). For values of C roughly between one and ten

wavelengths (the so-called resonance region) the RCS oscillates with a

monotonically decreasing amplitude as it homes in on a constant optical
RCS value equal to O" = W a2/where a is the sphere radius. In other

words, the optical RCS value is just the circular area of the sphere's

_Luj_ction on a plane no_.-_al to the _"_"_ _=m

It might be inserted at this point that the fact that the RCS of

the sphere (at least in the optical region) equals the projected area of

the target along a plane normal to the incident beam can hardly be

expected for any other target_ Some targets have RCS values a thousand

or more times larger than its projection, or aperture, area, depending

much more on the target shape than on the target size. As an example, a

trihedral corner reflector formed by three square plates measuring ten
centimeters on a side has a maximum RCS of over 50 m 2 at a radar

frequency of 35 gigahertz (wavelength = 8.57 mm). Thus, its RCS is

roughly 2000 times its projected area.

The resonance region of RCS values for the sphere results from a

"creeping wave" phenomenon at the resonance wavelengths ( A < C < 10A )

(Ref. 4, p. 33). The wave is a surface wave induced by the incident

beam. It travels around the back of the sphere and re-radiates toward

the receiver, producing constructive and destructive interference with

the specularly reflected wave, depending upon the sphere size. Similar

"creeping wave" contributions are found in the scattered radiation from

other complex targets when scattering centers on the complex target meet

the "creeping wave" conditions• The "creeping wave" scattering event

has been singled out merely to illustrate the level of details of target

structure one must consider to represent fairly the nature of the

scattered pattern of radiation from a complex target.
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Pertaining to the microwave region of radar wavelengths w|_re in
almost all cases the dimensions of the scattering target are large in
comparison to the wavelength, the Radar Cross Section Handbook, Vol.2
(Ref. 5) suggests seven different scattering mechanisms for complex
targets, of which the creeping wave is one. Collectively the seven
scattering mechanismsdetermine the radar signature of the target and,
in addition, would need to be accounted for in any attempt at high
fidelity predictive modeling. The seven scattering mechanismsare:

i. specular reflection,

2. scattering from surface discontinuities (edges, corners,etc.),

3. scattering from surface derivative discontinuities,

4. creeping waves,

5. traveling wave scattering,

6. scattering from concave regions (ducts, tri- or dihedrals, etc),

7. interaction scattering (e.g., multipath scatters from separate

target scattering centers).

In most published accounts of RCS prediction of complex targets

(see for example Ref. 6) the predicted result shows only gross agreement

with measured patterns or else the "complex" target in the treatment is

actually not very complex in reality (a "complex" target in some

instances is defined as combinations of two, or perhaps three, different

simple geometric shapes; e.g., a hemisphere fitted to the base of a cone

or a cylinder plus a cone to represent a rocket, etc. ).

Knott (Ref. i, _ 5) points out that computer limitations restrict

general solutions of the scatter problem to bodies not much larger in

size than a few wavelengths (< i0). This is far too small to be of much

use in predicting scattering cross sections for large space targets. In

the author's opinion, space vehicle radar targets are far too complex in

their shapes to permit reasonable attempts at modeling accurate values

of RCS, especially when one considers the numerous scattering mechanisms

which contribute to various degrees.

TRANSFORMATION OF NEAR-FIELD MEASUREMENTS TO RCS

In the measurement of far-field antenna radiation patterns when the

antenna aperture is very large relative to the wavelength some of the

same considerations come into play as are evidenced in the measurement

of RCS of very large targets. The problem arises because the 2D2/A far
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field threshold is so large as to render probing at such distances very
difficult or impossible. In the case of antenna pattern measurements
several groups report methods of probing the near field of the antenna
and performing mathematical transformation of the near-field measured
values to produce the far-field pattern. Ramat-Samil (Ref. 7) of the
Jet Propulsion baboratory reports a methud fuL pLuu_i1_ the .=_L f_=Id

(amplitude and phase measurements) in a plane-polar configuration and

then transforming the data with a Jacobi-Bessel expansion algorithm to

generate the far-field pattern. Joy (Ref. 8) at Georgia Institute of

Technology reports a spherical surface near-field measurement approach

which uses a spherical wave expansion algorithm to generate the far-

field pattern. Antennas measuring up to i0 meters long by 4 meters high

(including AWACS antennas) are tested in a planar near-field facility at

the National Bureau of Standards (NBS) (Ref. 9) with the probed data

being transformed to the far field by a plane wave scattering matrix

theory (Ref. i0).

A recent communication with NBS (Ref. !i) indicates evidence of a

growing interest expressed to NBS for similar near-field/far-field

transformation techniques to be applied toward determining RCS of large

targets. Indications are that no group has reported success in any such

venture. It may be that requirements of probe positioning accuracy and

amplitude and phase measurement accuracy place such enormous constraints

as to prohibit application of those methods to RCS determination of very

large targets. The general axiom that probably applies here is that if

this approach to RCS measurement presented only reasonably surmountable

difficulties the chances are pretty good that some group would be

..... .-_ ...... I.: _-,:::=A ,_pon its _mpl_rn_nfafinn.

OOMPACT TEST RANGES

TO this point this report has not succeeded in proposing ways to

measure RCS of large targets at microwave frequencies. There is a

solution, though, through the utilization of a compact range. Compact

test ranges for antenna pattern and RCS measurements establish far-field

conditions (constant-amplitude, constant-phase, plane wave fronts) in a

limited volume of space, known as the quiet zone or plane wave zone, in

which the antenna under test or the RCS target is positioneci The quiet

zone is produced by re-direction of the divergent beam from a radar

source by means of reflector(s) or lens(es). The quiet zone has to be

at least as large as the dimensions of the target to be measurecL This

also means that the aperture of the final lens or reflector has to be

somewhat larger that the target's transverse dimension. Obviously then,

to construct a compact range capable of measuring very large targets

requires the use of very large reflectors of lenses.

For space satellites and vehicles the dimensions can be several

meters, or even tens of meters, necessitating a large compact range if
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full scale measurementsare to be undertaken. A ploy often invoked to
circumvent the requirements of such a large full-scale facility is to

perform the RCS measurements on a scale model of the target. One can

scale down the original dimensions of a large target to a fraction of

that size if one simultaneously scales the wavelength accordingly. Such

scaling reduces the size of the target being measured and likewise

reduces the size of the quiet zone needed to accommodate the target.

As an example, one might wish to measure for a frequency of 12 GHz

the RCS of a complex target measuring i0 meters in maximum dimensioru A

quiet zone of such dimension would be required for full-scale

measurements. However, one could accomplish the same ends by making the

measurements on a one-third scale model of the target in a compact range

with a quiet zone only one-third as large, but at three times the

original frequency, or 36 GHz.

In like manner, a one-eighth scale model of the ten-meter target

would measure only 1.25 meters in maximum size and could be placed in a

similar sized compact range with the measurements being made at a

frequency of 96 GHz. Scaling is limited by the upper limit frequencies

available with current state of the art. That is roughly i00 GHz at the

present time.

REFLECTOR-TYPE COMPACT RANGES

Descriptions of many approaches to compact range design can be

found in the literature (Ref. i, Chap. 9; Refs. 12-16). The basic

design uses as a reflector a section of a paraboloidal surface. This

reflecting surface converts a divergent beam from a source at its focal

point into a parallel beam which automatically meets the constant-phase

far field requirements. Whether the constant-field amplitude require-

ments of the far field are met depends upon the reflector aperture

illumination function of the source. Early design simply useda low-

gain feed so that only a small fraction of the radiation emergent from

the source was subtended and reflected by the reflector. This allowed a

fairly uniform illumination of the reflector aperture and set the stage

for a fairly uniform amplitude in the quiet zone. This method

inherently caused low efficiency utilization of transmitted power,

increased noise associated with the non-reflected energy which had to be

absorbed in surrounding walls, and a natural tendency to introduce

amplitude ripple in the quiet zone. The amplitude ripple results from

diffraction effects arising from the strongly illuminated edges of the
reflector.

Efforts to diminish the diffraction ripple in the quiet zone formed

by a single reflector have included (a) serrating the edges of the

reflector, (b) shaping the curvature at the edge of the reflector to

minimize the abruptness of the discontinuity, and (c) tapering the
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source illumination at the edges of the reflector to minimize the
diffracted componentin the quiet zone.

In recent years different groups have developed compact ranges
which use two reflectors (a subreflector for shaping the illumination
-_ ......... nf_fl _n _ l_ra_r nrimarv reflector). The Harris

Corporation (Ref. 16) plans to use a Cassegrain configuration with a

shaped 8-foot subreflector to reflect energy from a high-gain feed horn

on to a 20-foot primary reflector, capable of operation in the 2-18 GHz

frequency range. This system produces a 10-foot spherical quiet zone

characterized by less than /{).25 dB amplitude ripple, 0.2 dB amplitude

taper in the quiet zone, and _2 degrees of phase ripple. They claim 98%

of the radiated energy is focused into the quie t zone. The 98 percent

radiation efficiency reduces significantly the amount of spillover

energy that must be absorbed in the anechoic chamber walls, reduces the

transmit power reqairements, and relaxes the dynamic range requirements

of the detector system.

Although the Harris system is "planned", they actually have

operational a much smaller prototype system with a 46-inch diameter main

reflector which produces a quiet zone of approximately 75% of that

diameter. It operates from 16-46 GHz and has an amplitude ripple of

_0.5 dB and a phase ripple of _4 degrees. The amplitude taper in the

quiet zone is less than 0.i dB.

Vokurka (Ref. 15) reports on a dual reflector compact range. The

reflectors are cylindrical parabolics mounted on perpendicular axes.

The main reflector measures 2.1 meters by 1.9 meters and operates at

frequencies of 12-38 GHz. It produces a 1.2 meter quiet zone with 0.25

dB amplitude taper, 0.4 dB (peak-to-peak) amplitude ripple, and a _2 dB

phase ripple. The main advantages of this new design are improved

compactness and lower costs. A larger system of this dual cylindrical

parabolic design capable of producing a 7-meter by 5-meter quiet zone is

planned for the European Space Technology Center at Noordwijk, The

Netherlands.

Clearly, reflector-type compact ranges large enough to accommodate

the size of targets for which RCS measurements are anticipated in this

study are now, or soon will be, available. An overriding drawback to

them, however, will be cost. It would be extremely desirable to find an

economical route for adapting the available microwave anechoic chamber

at MSFC to function as a compact range for RCS measurements. That

possibility will be explored in the next section.

LENS-TYPE COMPACT RANGES

A far-field radiation pattern can be effected by using the focusing

properties of a microwave lens instead of a reflector(s). The
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properties of microwave lenses have been explored thoroughly in a series
of reports from Brown and Jones (Ref. 17) and in work done by Kock (Ref.
18). Chapter nine of Milligan's book on modern antenna design (Ref. 19)
has very useful information on the use of the lens in antenna design.
Microwave lenses can be divided into two major categories based upon
whether they are constructed of materials for which the index of
refraction is greater than unity (dielectric, or delay lenses) or less
than unity (channel or waveguide lenses).

Dielectric lenses can be further categorized as true dielectric or
artificial dielectric devices. An artificial dielectric lens has an
advantage of much less weight, although much more volume, than a lens
with similar focusing properties made of a true dielectric material
(e.g., polystyrene, lucite, polypropylene, methyl methacrylate, etc.).
An artificial dielectric is formed by impregnating a regular 3-dimen-
sional array of small conducting beads or disks in a low-density foam to
simulate the lattice structure of a crystalline material. The effective
index of refraction can be established by the array density of the
conductors.

Dielectric lenses accomplish their microwave focusing by delaying
propagating wavefronts incident from a source point by an amount
proportional to the thickness of dielectric material through which the
refracted beam travels. Waveguidelenses provide focusing, or wavefront
shaping, because electromagnetic waves channeled through a hollow
metallic waveguide have a phase velocity in excess of the unchanneled
free-space speed of light. As a result, a waveguide lens capable of
converting a divergent beam into a parallel beam has a general concave
shape whereas a similarly capable dielectric (delay) lens has the

classic convex shape.

The topic of microwave lenses is explored in this report because it

has been noted that a large microwave lens ("large" meaning up to eight

meters in height or diameter) positioned in the MSFC anechoic chamber at

a point where the taper begins, approximately 25 meters from a radar

feed/receiver antenna at the tapered end, conceivably could allow a

large plane wave quiet zone (perhaps as large as 6 x 6 x i0 meters) in

the large end of the chamber. Such a system would provide a focal

length/diameter (f/D) ratio of approximately three. Calculations have

shown that a dielectric lens made of polystyrene (index of refraction

-_1.6 at a broad range of frequencies including the microwave region of

interest) of front side-convex, back side-planar shape would be only 52

centimeters thicker at its center than at its edges.

Different combinations of lens surface shapes can be used to form a

convergent dielectric lens. For a given lens aperture and focal length

the convex/plane shape has the least volume, mass, and thickness. It is

an example of a "single-surface" lens in that all the bending of the

incident wave propagation direction occurs at the front (convex) surface

when rays are incident upon the lens from a focal-point mounted wave

source. Let us now look at the required surface curvature for such a

lens (see Fig. i).
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Figure i. Illustration of a convex/plane convergent lens of focal

length f and radius Ym" The thickness of the lens is xm. An

arbitrary ray follows a path in air of length R from the focal

point F to a point on the front surface at coordinates (x,y) where

it is refracted to follow a path parallel to the axis. The index

of refraction of the lens material is n.

In the figure we define f as the focal length, the distance from

the focal point F to the point O on the front surface where the line

from the focal point through the central axis of the lens contacts the

surface. The lens converts incident spherical wave fronts into

transmitted plane wave fronts. This condition is met when the

electrical (or optical) path length from the focal point (source)

through the lens is the same for all incident rays. If we let n denote

the index of refraction of the lens material, this requires for rays 1

and 2:

f + nx m = R + n(x m - x) , (12)

which becomes

f+nx=R (13)

where
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R = [(f + x) 2 + y2]i/2 . (14)

Substituting (14) into (13) to eliminate R yields the equation of the
convex surface:

2fx(n - i) + x2(n2 - i) - y2 = 0 . (15)

Equation (15) defines a hyperboloidal front surface and will permit

the calculation of lens thickness, Xm, assuming the lens narrows to a

thin edge of zero thickness (an unreal_stic expectation). If we let n =

1.6, radius, Ym = 4.0 meters, and f = 25.0 meters, we find x = 0.52• m
meters. In practice, to provide a sounder welght-bearing base to the

lens, a constant thickness increment _x could be added over the entire

back surface plane without altering its focusing properties.

The thin edge lens has a volume of about 13 m 3 which leads to a

mass of about 14,000 Kg ( 15 tons) for polystyrene. Since the center of

gravity of the thin-edge lens is approximately 17 cm from the plane

surface an additional slab thickness of about 30 cm (minimum) would need

to be added to provide rotational stability to the upright-mounted lens.

To provide a sufficiently wide base would require at least a 50-cm

thickness increment added to the back surface. Unfortunately, this

leads to a projected lens mass of about 41,000 Kg (45 tons).

The mass of a dielectric lens can be reduced drastically through a

process of "zoning" (Ref. 19, p.278). Zoning is the systematic cutting

away of lens material, usually from the plane back side, to stepped

depths equal to integer numbers of wavelengths. The integer wavelengths

of lens thickness cut away permits transmitted rays to pass through with

the same phase as they would have had without the zoning. Zoning

changes the character of the lens in two detrimental ways; (a) it

introduces a diffraction ripple component in the transmitted beam caused

by the zoning edge discontinuities, and (b) it causes the lens to take

on a very narrow frequency band response (set by the zoning thickness

increments). The solid lens enjoys a very broad band applicability and

does not suffer the limitations of the zoned lens.

By comparison, a waveguide-type lens is useful over only a narrow

frequency band for which it is designecL Only the solid lens has broad

band frequency response, allowing its use over an octave band, or more.

As has been demonstrated earlier, a solid lens of typical plastic

materials of the size needed for a large compact range application would

be a very heavy lens. That fact leads to a natural conclusion: if a

lens-type compact range were desired and if it were to be useful over a

suitably broad band of testing frequencies, the lens probably should be

designed of a lower density foam-typeartificial dielectric material,

something akin to the lenses designed by Koch (Ref. 18).
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Two lens-type compact ranges have been reported in the literature.
Mentzner (Ref. 20) pioneered with a not-too-compact design having a f/D
ratio of 9. The large focal length was employed to decrease the
amplitude taper across the lens aperture. Oliver and Saleeb (Ref. 21)
introduced a novel feature by introducing a controlled amount of loss
into the lens which e_Zectiveiy compensatedfu_ Li_ LL_,iov_o= _.,,__
taper across the lens aperture. Their lens was only 0.44 meter in
diameter, however. It was madeof very low density (and low index of
refraction, 1.03) polyurethane foam and had a thickness (0.5 meter)
greater than its diameter.

There are other problems to be overcome in design of lens-type
compact ranges. One is the loss of wave energy from front surface
reflections_ Another is the problem of energy reflected back into the
feed horn from both the back surface reflections and the front surface
(at least from near the central axis). Tne la55eL _,Luux_,,_, _ u=N=,,

care of by two methods: (a) by tilting the lens a small angle, or (b) by

constructing the lens in two halves with a one-half wavelength stagger

in the position of one half relative to the other. The first problem

will tend to lower the radiation efficiency of the lens-type compact

range. It can be ameliorated by using lenses of low index of

refraction.

CONCLUSIONS AND RECOMMENDATIONS

,,,±_ L-eport has examined fiv = _ib!e. approaches to RCS

measurement of large complex (space vehicle and satellite-type) targets

at radar frequencies of i0 GHz and above. A brief review of the five

with any salient recommendations follows:

I. Actual far-field measurements (R • 2D2/ )_ ) are untenable

because the far field range distances for targets meters in size at

wavelengths of millimeters (or a few centimeters) is of the order of

several kilometers. This would call for large power transmission

capability and a very large measurement facility.

2. Computer predictive modeling seems to be limited to complex

targets of small dimension (only one to ten wavelengths, depending upon

the level of symmetry inherent in the target shape). That is simply one

or two orders of magnitude too small to be applicable to the size

targets under consideratioru

3. Probing of the amplitude and phase of the reflected waves in

the near field environment of a large target in an anechoic chamber

followed by a mathematical transformation to generate the RCS of the

target would seem to have promise, although it seems to be a very

delicate and demanding operation. A plus for MSFC is the availability of

a CRAY supercomputer to handle rigorous mathematical computations. At
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this writing, however, the author has found no reports in the public
domain literature to indicate that any groups are actually using such an

approach for RCS measurements although many are using it to measure

antenna radiation patterns of large antenna_ It is recommended that

the feasibility of this approach be examined more thoroughly.

4. An obvious route that could be taken is that of purchasing a

commercially available reflector-type compact range RCS measurement

facility to be installed in the MSFC anechoic chamber. This would

entail a large capital expenditure. We are not aware of any such ranges

presently available which would be able to accommodate full-scale models

of targets of interest, but scaling model measurements could certainly

be employed. This would be a recommended path to follow if economic

constraints did not weigh adversely.

5. Finally, the adaptation of the microwave anechoic chamber into

a lens-type compact range facility has an intrinsic appeal to this

investigator in spite of the associated problems which have been

addressed in this report. Admittedly the lens would have to be very

large, and all the difficulties of producing a constant-phase, constant-

amplitude plane wave quiet zone would have to be addressed. It seems

that they are all soluble problems. It is recommended that further

consideration be given to the fabrication of an artificial dielectric

(metal delay foam-type) lens of the type used by Koch (Ref. 18) at the

Bell Laboratories in such an application.
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ABSTRACT

The carbon-phenolic composite ablative material used on the

Solid Rocket Motor Nozzle is known to absorb moisture from the at-

mosphere. This could cause problems such as pocketing during firing.

Part of this work was to test several moisture barrier coatings

on the SRM nozzle material. This report shows data on six of about

twelve coatings to be tested. The data were obtained from immersion

of coated samples in an environmental chamber at lO0°F and lO0_

relative humidity and by using a modified TGA (thermal gravimetric

analysis) technique. The TGA technique involved allowing wet nitrogen

(25°C, 804 relative humidity) to flow across a small sample at about

65 cm 3 per minute while continually monitoring the weight increase.

These preliminary results show Kel-F-800, a material supplied by

3M Corporation to be the better moisture barrier.

A second task was to collect data on the relative absorption

of water and kerosene into the carbon-phenolic SRM nozzle material.

These data indicate that water absorbs into the nozzle material

to a much greater extent than kerosene. Thus kerosene is the more

likely solvent in which to make specific gravity measurements on

the SRM nozzle material.

XXXl-i



ACKNOWLEDGEMENTS

I want to thank Mr. R. L. Nichols and Dr. R. G. Clinton for

offering me a second summer appointment. I want to express my

appreciation to my NASA co-worker, Mrs. Linda Jeter, for beginning

this work, for working with me, and for continuing the project

after my ten weeks are comp|eted. Everyone in the Non-MetalIics

Division has been extreme]y helpful. I must, however, mention

some people who have gone out of their way to help: Mr. Donald

Morris, without whom very little could have been accomplished;

Mr. Roger Harwell and Mr. David Webb, who instructed us in coating

techniques, among other things; Mr. Benjamin Goldberg who wi]]ing]y

shared hls ideas; and Mr. Robert Durham for a marvelous suggestion

on how to coat small samples.

°

XXXI-iI



Table

Number

LIST OF TABLES

Title

List of names and companies for moisture barrier

coatings to be tested.

List of moisture barrier coating materials.

Percent weight gain, based on weight of coating,

for moisture barrier coatings on 4" x 4" AI

plates.

XXXl-6

xxxl-7

VVVl_ 8AAAI

XXXl-iii



LIST OF FIGURES

Figure
Number

3

4

5

Title

Typical carbon-phenolic block from which samples

were taken and machined.

Comparison of weight gain for carbon-phenolic

samples immersed in water at room temperature

to those exposed to wet nitrogen flowing at

65 CM3/min at 25°C.

TGA plots; percent weight gain vs time at 25°C,

80% R.H. for I/8" cubes of carbon-phenolic

material coated with moisture barrier candidates

Percent weight gain vs time at IO0°F, 100%
nil . , • . ,

R.H. for l" x I" x L _mpies coacea wlcn
moisture barrier candidates.

Percent weight gain vs time for carbon-phenolic

sample immersed in water and kerosene

XXXl-9

XXXI-IO

XXXl-ll

XXXl-12

XXXI-13

XXXl-iv



INTRODUCTION

IDI_IGINAL PAGE i3

POOR QUAUTY

- hl__

The a_lative material • u,, L,,= =_ .................. 1_u_=u -Alid -^-"-* --_" .......

is a carbon-phenolic composite known to absorb water from the atmos-

phere, especially under warm humid conditions. This absorbed water

could cause problems such as pocketing during firing or it could

cause general degradation of the composite over a period of time.

(References)

This work should test the efficiency of various coating mate-

rials which could be used as moisture barriers on the surface of

the carbon-phenolic composite. The carbon-phenolic materials from

two 404 rings were obtained From Morton-Thiokol _,,,po,,yr....... • _-_,,,vles
were cut out and machined into two sizes I" x I" x 2" for exposure

to 100% relative humidity at lO0°F in a controlled humidity chamber
and I/8" cubes for a modified TBA (Thermal Gravimetric Analysis)

analysis. This modified TBA analysis consisted of allowing wet

nitrogen gas flow isothermally across the sample for about two

days while monitoring the weight gain.

A secondary task was to immerse carbon-phenolic samples into

water and in kerosene to compare the relative absorption of each

into the carbon-phenolic material.
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OBJECTIVES

The objectives of this work were to:

I • Subject coating materials From several candidates

conditions oF high humidity, and possibly recommend

one or more as moisture barriers with which to coat

the carbon-phenolic SRM nozzle material.

2. Obtain data on the relative absorption of water and

kerosene into the carbon-phenolic SRM nozzle material.

tO
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PROCEDURES

The material to be tested was obtained from Morton-Thiokol

Company. The gross samples (carbon-phenolic nozzle material) were

from two 404 rings of the SRM. They consisted of eight blocks,

four from each ring. Each of the four blocks represents about 45 °

taken From alternate 45 ° sections around the ring (Fig. I). Blocks

A, B, C, & D came from ring number 42. Blocks E, F, G, & H came

from ring number 45. Samples were taken in such manner as to get

representative material from each block. The samples to be tested

at 100°F, lO0_ relative humidity were cut to I" x I" x 2", a

convenient size For possible diffusion studies and consistent with

the amount of material available, coating, case, etc. The small

samples (I/8" cubes) were cut to be compatible with the TGA apparatus.

The I/8" cubes were also used to test relative absorption of water

and kerosene into the carbon-phenolic material. It should be noted

that this material was not the same as that used in the TGA and

humidity chamber work but was from nozzle material already on hand.

Mixing, curing and coating procedures followed were generally

those set down by the suppliers. Duration of exposure in the humidity

chamber has not been determined because data acquisition will continue

for at least another month beyond the date of this report. The

time limit on TGA analysis was determined by what was reasonable

in terms of available instrument time and the Fact that total

immersion and TGA data were very similar For about two days (Fig.

2). The only technique, other than essentially standard procedures,

was coating the small cubes. They were lightly adhered to two-sided

tape on an aluminum plate. Five exposed sides of the cubes were

cQated and cured. The samples were turned to expose the uncoated

side which was then coated, cured'and the samples placed in a dry

environment to await testing.

The procedure followed in weighing the small cubes immersed

in water and in kerosene was to remove each individually with

tweezers, touch the sample to absorbent tissue quickly to remove

adsorbed solvent, weigh, and return it to the solvent container.

Most of these tests were done using three replicate samples.
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RESULTS AND OISCU$SION

There were originally eleven moisture barrier candidates (Table

I and 2). The time available allowed dat_ _o be reported on six

of these. A complete report on all coatings listed (possibly more)
will probably be available in November 1986. .Table 3 shows data

on the absorption of moisture by the coatings themselves; only one,

scuffcoat, absorbed significant amounts _f water. Poly/Ep and

Kel-F-800 absorbed moderate amounts but other data (Fig. 3 and 4)

showed them to be Fairly good moisture barriers, especially Kel-F-800.

Figure "3 compares the weight gain For each of the six coatings tested

to that For an uncoated sample using the TGA apparatus. All coatings

absorbed less moisture than the uncoated control. Three coatings,

Poly/Ep, Desoto Green, and KeI-F-800 appeared to be about equally

efficient moisture barriers in this test. However, Ke)-F-800 is

the best moisture barrier considering the results from the

environmental chamber (lOO°F, lO0_ Rel. Hum.) shown in Figure 4.

An interesting Feature of the results shown in Figure 4 is the fact

that the uncoated control absorbs moisture at a slower rare after

a couple of days than two of the coated samples. One explanation

could be that the uncoated control more nearly follows Fick's law

of diffusion than the coated samples.

Figure 5 concerning the relative absorption of kerosene and

water into carbon-phenolic material shows water to absorb to

considerable more than kerosene. One of the concerns here was which

solvent would be preferable For specific gravity measurements.

These data (Fig. 5) indicates kerosene to be the solvent of choice.

Further tests will be done weighing the samples in the two solvents

over a period of time using a modified Westphal balance.
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CONCLUSIONS AND RECOMMENDATIONS

iU=iII,_ _he daL= uv=il=.];i ,_¢ i-r-uvv i3 LII¢ be5_ moisture

barrier of the six tested so far. The coating mater{al is a copolymer

of chlorotrlfluoroethy]ene(CTFE) and vinylidene fluoride (VF 2) supplied

by the 3M Corporation. This coating has a long pot-life and is

easy to apply.

Considering water and kerosene as solvents in which to do

specific gravity measurements on carbon-phenolic SRM nozzle material

the data shows kerosene to be the more likely choice. One point

brought out in oral presentation was the need to perform flame tests

- _a_ing materials. It is recommended that this be uone before0,, _,,e

a final selection is made.
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TABLE I

LIST OF COATINGS TO BE TESTED

I, Poly/EP Polyamide Epoxy Coating

(Degraco Company)

2. EPON RESIN 828/TETA

(Shell/Union Carbide)

3. Fluorad Brand Surface Modifier FC-723

(3M Corporation)

4. KEL-F Brand 800 Resin

(3M Corporation)

5. FIuorad Brand Conformal Coating FC-725

(3M Corporation)

6. Integral Fuel Tank Coating, Green
(DeSoto, Inc.)

7. Fuel Barrier Coating 473-13

(Sikkens)

8. HysoI Adhesive EA 934 Non-Asbestos

(Dexter Hysol Aerospace and Industrial Adhesives)

9. Chemglaze Z 302

(Lord Chemical Products)

10. Scuffcoat

(Mixture of Products)

11. EXXON Butyl Rubber
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TABLE 2

L!ST OF COAT!N_ NATFR!AL_

I. Poly/EP Polyamide/Epoxy theromsetting coating.

2. Epon Resin 828/TETA

Epon 828 a reactive ]ight colored liquid epoxy resin.

TETA Tetraethylene-tetramine.

3. FC-723 is an oleophobic-hydrophobic f]uorochemical polymer dissolved
in a Fluorinated inert material.

4. KEL-F 800 is a copolymer of chlorotrifluroethylene (CTFE) and

vinylidene fluoride (VF2).

5. FC-725 is a clear mobile solution of a Fluorine containing polymer

that dries to a transparent acrylic coating.

6. integral Fue] Tank Coating Green, is a chemica]ly cured acid
resistant and fluid resistant urethane.

7. 473-13 iS a two component high build epoxy system.

r_ • p• _ 934 NA consists of a gray thixotropi_ paste and an amber

liquid amine curing agent.

CheBg]aze Z302 is an oil-free, moisture curing polyurethane.

Scuffcoat is a blend. The base is Epon 828 with NER-OIO and the

curing agent is Versamid 115 and 125. Epon 828 is a reactive light

colored liquid epoxy resin. NER-010 is a mixture of glycerol di-

and tri- glycidyl ether. Versamid !15 and 125 are polamide resins.

EXXON Butyl Rubber is a complex material containing EXXON BUTYL

268, zinc oxide, stearic acid, N-770 Black, Hydrogenated Resin

Ester, Sulfur, P-Quinone dioxime, Lead oxide, Heptane (solvent),

and Isopropanol.

ll.
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TA_E 3

WEIGHT GAIN FOR COATINGS OR ALUMINUH PLATES

4" x 4" Coated AI Plates
Placed in Chamber IO0°F 1OO¢ Relative Humidity

Coatinq

Poly/EP

DeSoto Green

473-13

_L-r -ovu

Scuffcoat

Chemglaze-Z302

Percent Wt. Gain

(Eased on Wt. of Coating)

4.61

0.34

0.87

4.22

10.40

I .07

Days
in Chamber

30

28

28

23

21

18
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MODIFICATIONSOF THE X-RAY SOURCE AND MONITOR

AT THE X-RAY CALIBRATION FACILITY

bv
d
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Professor of Physics

Washington and Lee University

Lexington, Virginia

ABSTRACT

In order to test the instruments aboard the Advanced X-Ray Astro-

physics Facility (AXAF) some modifications will need to be made in the

X-RayCalibration Facility at Marshall. Several of these modifications

involve the x-ray source and the monitor. It is these modifications

which are the subject of this report.

The source is redesigned to increase the spectral purity of the

beam and decrease its polarization by minimizing the number of brems-

strahlung photons in the beam. This is accomplished by utilizing an

annular electron gun designed by Dr. Jerry Gaines which allows us to

take off the beam antipsmallel to the direction at which electrons are

incident on the anode. Two other features of the source are the conical

anode which decreases the effective spot size and a rotatable anode and

filter wheel which allows the operator to change targets without breaking

vacuum.

The monitor is an important part of the facility because it is used

to determine the x-ray flux at the target. A commercially available

solid-state detector, Si(Li), should be used along withappropriate pro-

portional counters for monitoring. This detector will be particularly

useful when energy or wavelength dispersive instruments are tested because

of its good resolution.
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I. REDESIGN OF THE X-RAY SOURCE

Tb_ wo_ng of my research task is fairly explicit about the source

requirements. The first requirement is to increase the spectral purity

of the beam. I have interpreted this to mean that there is a requirement

to minimize the bremsstrahlung component of the spectra. An x-ray gener-

ator which minimizes the bremsstrahlung will also minimize the polarization

of the beam since it is the bremsstrahlung which is partially polarized.

The characteristic x-rays are unpolarized.

One way to minimize the bremsstrahlung is to take the x-ray beam out

of the source antiparallel to the velocity of the electron before it

encountered an atom and produced a photon. The simplest model of brems-

strahlung production from which we can extract any useful information

suggests that a high energy electron encounters the atomic charge distri-

bution and starts it ringing so that the atom has a time-dependent dipole

moment.

The dipole oscillations are antiparallel to the electron's initial velocity

and have an amplitude, _. The pamameter_isthe circular frequency of

the dipole oscillations. See Figure i. The average power radiated per

unit solid angle at an angle 0 with respect to the oscillations and with

respect to the electron's initial velocity is given by the formula

Power Radiated per Unit Solid Angle = - ....

We notice that the power radiated is proportional to the square of the

sine_, which vanishes at zerode_ees and 180 degrees.

Of course, many of the electrons will undergo scattering in the target

so we cannot reduce the bremsstrahlung spectrum to nothing, but we should

be able to minimize it with an x-ray tube that takes off the x-ray anti-

parallel to the electron's impact velocity on the target.

When I first stamted looking at cylindrically symmetric x-ray tubes,

I was thinking of an annular, indirectly-heated cathode some distance

from the anode and tilted 30 ° with respect to it. See Figure 2. This

tube has some advantages in that the electrons do not need to be bent

through large angles to reach the anode and it is possible to solve the
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equations describing the field approximately. If wemake the anode i0 KV
positive with respect to the cathode and case, the equipotentlal surfaces
will be approximately as shownin the figure. Electrons will track the
field lines from the heated cathode where they are emitted. The field

lines are everywhere perpendicular to the equipotentials. The determi-

nation of the equipotentials shown in the figume by an approximate solu-

tion of Laplace's Equation is described in the Appendix.

An x-ray tube designed this way will generate x-rays, but has several

disadvantages: i) the wide cathode makes it difficult to focus the

electrons onto a small spot; 2) the tube cannot be operated easily with

the anode grounded and the cathode negative because electrons will move

to other grounded parts of the tube; and 3) it is necessary to break the

vacuum of the source when another x-ray line is desired. For these rea-

sons I began to look for another design which would i) allow for a narrow

cathode and a focusing electrode which would focus the electrons from a

narrow ring cathode, 2) have an electron gun arrangement which would get

the electrons started in the right direction before they wander off from

the path to the grounded anode, and 3) have an anode-filter wheel so that

a number of x-ray lines could be available without breaking the source

vacuum.

As I became aware of the shortcomings of the simple x-ray tube, I

received reprints of two papers by Dz.. Jerry Lee Gaines 2,3 who developed

an x-ray source for use in plasma diagnostics. He stated that the purity

of characteristic x-ray lines in a source is greatly enhanced if there is

no line-of-right path between anode and cathode. This inhibits sputtering

or evaporation of one electrode material onto the other electrode.

The x-ray generator which I would recommend for use in the X,Ray

Calibration Facility is shown, at least conceptually, in Figure 3. It

is patterned after Dr. Gaines tube which seems to offer the best chance

of meeting the requirements at the X-Ray Calibration Facility. This

generator is not patented and is not available commercially. Dr. Gaines

told me on the telephone that there is a company called Spectra-Mat which

could fabricate the dispenser cathodes used in the electron gun. 4

Unfortunately the electrostatics of this source is too complicated

for the simple relaxation progTam described in the Appendix to be very

helpful because: I) the geometry is not cylindrically symmetric, and 2)

and the electrons follow the overall field lines only approximately. We

could approximate the fields and potentials by taking only the electron

gun and anode, but this will not give us the electron trajectories because

the full interplay of field and particle momentum is involved. Dr.

Herr_nannsfeldt 5 at Stanford Linear Accelerator Laboratory has written

a computer program to establish electron trajectories in an electro-

magnetic field. Dr. Gaines has used this program to design his x-ray

gun. I have tried to obtain a copy of the newest version of this program

without success. If the program can be obtained, it may be possible to

check and see if a ring focusing electrode is necessary near the anode

to achieve a .5 mm spot.

XXXII-4



_.,

o
>

0
H

:x: :J

H

ORIGtr_AL PAGE f_

. OF POOR QUALITY

in

,11"

O0

I,--I

XXXII-5

o

I
x



The x-ray generator I recommend is the design of Gaines with the

following modifications: i) the ring cathode is narrowed from 1.5 mm

in width to .25 mm to make it easier to focus a small spot, and 2) the

generator is contained in a compactcylindrical envelope with an off-

center flange which can be attached to the x-ray flight tube. The

conical shape of the anode is designed to spread out the heat genera-

tion over a large area but keep the projected spot size small.

The anodes and cooling manifold are mounted on an axle which also

holds a filter wheel. Target and filter are selected by rotating this

assembly by hand or by a stepping motor on a gear drive. The only

vacuum seal is around this cooling pipe. Bremsstrahlung would be

greatly minimized if we could make the target cones from Be-metal

and evaporate or electroplate target materials onto them. The reason

for this is that we would like to let the degraded electrons which

have traversed enough material that they can no longer produce char-

acteristic x-rays go into some low-Z material which does not produce

many bremsstrahlung photons. The bremsstrahlung probability goes as

the square of the atomic number.

I am uncertain about the best way to mount targets on the cooling

manifold. For best cooling we would have them mounted directly over

the cooling jets in the manifold but this means that there will need

to be a vacuum seal for each one to keep eoo1_n_ water out of the

vacuum. It may be satisfactory to use metal conduction to the water

and keep the cooling manifold sealed. For best heat conduction I

suggest that the metal heat path should be Cu, Brass, or AI. I

believe that stainless steel is a poor conductor of heat.

With these modifications the cathode can emit at least 50 mAwith-

out damage. It should be possible to design the cooling system to take

away several kilowatts. Dr. Gaines says big conical targets can take

6 kilowatts without damage.

In the specifications for testing AXAF it is stated that 103

photons/cm2-sec will be required. From Gaines' data ona version of

the tube we can estimate the voltage necessary to achieve that flux

with 50mA emission current and his electroplated targets. The esti-
mates are made with the formula of Green and Cosolett. 6 See Table i.
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TARGET
ELEMENT

Cu

Co

Mn

V

Sc

Ag

_r

A1

ANODE POTENTIAL

FOR 103 PHOTONS/ FLUX AT 30 keV

ENERGY CM2-SEC AT 50 mA AND 50 mA

(keY) (K.V.) .......... (PHOTONS/CM2_SEC)

8.047 16.6 4.7 x 103

6.930 24.9 1.5 x 103

5.898 18.4 2.9 x 103

4.952 15.1 4.4 x 103

4.090-L 15.4 3.9 x 103

2.984-L 12.1 5.9 x 103

2.042-L 16.1 3.1 x 103

1.487-L ii.8 5.3 x 103

TABLE 1

ESTIMATES OF ANODEPOTENTIALS

REQUIRED TO REACH l0 3 PHOTONS/CM2-SEC
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II. MODIFICATIONS OF THE X-RAY MONITOR

The present proportional counter has functioned as a reliable and

trouble-free monitor. Two difficulties with the monitor might be dis-

cussed here: I) counting gases must be handled in the vacuum behind

very thin windows which must be supported on some kind of mesh, and 2)

the relatively poor resolution of the detector means that we are inte-

grating over a lot of noise in the multichannel analyzer.

One way to alleviate some of these difficulties would be to choose

a solld-state detector as a monitor. I hoped to find a solid-state

detector which could be used as a monitor and function at ambient tem-

perature. This would mean that only electrical lines would have to go

into the vacuum. (signal and bias connections). A lot of research has

gone into the development of mercuric iodide crystals as photon detec-

tors. 7 Although they have good resolution and operate at room temper-

ature, they have disadvantages. The yield of good detectors from the

crystalline material is low and it is difficult to characterize the

material which will produce good detectors. If it is desired to invest-

i_ate mercuric iod_d_ c_v_a1_ _,,_h_ 4+ 4o .... _i_ ÷_ ^_÷_: .....

experimental detectors from E.G.&G., Santa Barbara Operations. Dr. Rolf

Woldseth 8 at Kevex advises that in an operation where it is important

that the operating characteristics remain constant a lithium-drifted

silicon detector is the best choice. Unfortunately, mercuric iodide

crystals age quickly. That is, their resolution degrades as a function

of the total photon enemgy they have detected.

With this sobering advice I began to consider use of a lithium.-

drifted silicon detector as the main x-ray monitor. The attractive
features of these detectors are their excellent resolution and reason-

able detection efficiency over the AXAF range of energies. The only

problem arises between 0.i keV and 0.5 keV where few photon detectors

ame very efficient. Unfortunately silicon detectors take up water,

atmospheric gases, and other substances with which they come in con-

tact. If they are to be operated in the windowless mode, they must be

protected with a gate valve. Otherwise they are supplied with thin Be

windows to p_event contamination of the silicon. The thinest window

supplied by E.E.%G. for their detectors is 0.3 mils of Be 9. With this

window the efficiency of the detector is down to 5% at 0.5 keV; the

windowless detector is down to 5% at 0.3 keV. On the positive side

the efficiency is over 80% between 2 keV and 12 keV and there are no

steep edges to interpolate over.

When the detector is put in service, rough efficiency curves will

be supplied by the manufacturer, but you will need to calibrate it came-

fully over the AXAF range. The best method would be tofind some radio-

active source standard which does not emit beta particles which might be

detected in the device, like Am 2#I. The National Bureau of Standards can

XXXII-8



supply essentially point sources of standard activity. For other radio-

active nuclides there is a fixed ratio of the x-Pay line due to internal

conversion, and the gamma line. If, for example, the gamma ray line is

in the region where the efficiency is 100%, the measurement of the line

profiles will give the efficiency for the x-ray line directly. These

lithium-drifted silicon detectors are not useful beyond i00 keV in energy.
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III. TEST RIGFORC_ERATORANDMONITOR

In the near future modifications of the X-Ray Calibmation Facility

will begin. It is important that the designand testing of the genemator

and monitor pmoceed in parallel with the heavy construction on the tube

and pumping system. It would be useful to build a rig fop testing gen-

erator designs, the monitor, and the uniformity of the flux. I envision

a stainless steel tube which can be evacuated, the x-ray tube or standard

photon source mounted on one end, and the detector [Si(Li)] mounted

behind an aperture and positioned by an (x,y) positioner.

It would be helpful if the rig were designed so that the anode spot

could be viewed with a pin-hole camera. This would allow the focus and

spot size of the generator to be determined as a function of the operating
parameters of the source. These measurements will determine whether

another focusing electrode is needed in the generator.

Most of the difficulties that may arise with the generator and

monitor (anode spot too large, flux inhomogeneity, and difficulty

calibratin_ the mon_tn_ _hn1,1_ h_ _pparent from measurements _;_ ^_

the test rig. If these difficulties are dealt with at the test rig

before the heavy construction is completed, it should be possible to

install the generator and monitor without serious complications.
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RECOMMENDATIONS

should be considered for the x-ray generator. The following modifications

will need to be made in the design: i) the dispenser-cathode will need to

be made narrower, and 2) a water-cooled manifold to hold a number of tam-

gets and a filter wheel should be mounted in the x-ray source so that

different targets may be rotated into the electron beam without breaking

the vacuum.

A lithium-drifted silicon detector should be Considered for the x-ray

monitor. Its excellent resolution and reasonable efficiency over the AXAF

range of energies make it a likely candidate. Although mercuriciodide

crystals appear to have attractive properties, they are probably still too

experimental for consideration. The detector will need robe calibrated

with known photon sources, and perhaps in some ranges by She x-ray to

gamma ray method.

It would be helpful if a small-scale test facility could be used to

test generator and monitor designs before these items are installed at

the modified facility. The test facility should provide flux surveys of

the x-ray beam, imaging of the focal spot on a piece of x-ray film, and

testing and calibration of a lithium-drifted silicondetector as a

candidate for monitor.
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APPENDIX

The eleet:m_stat-ics of_egions of spaee b_msded by conductors held at

fixedpotsatials by exte_l¢ircui_s i.s _e2min_d by Laplace's Equation.

If we w_rk _n a cylindrically symmetric _oomdinate system and call the

coordinates _, _ m ), we can w_ite the equation as

=0

where @ is the electrostatic potential. In the case of our simple tube

there is rotational symmetry about the axis of the tube so that the equa-
tion becomes

If we set up a net in the (_,_) coordinate space, we can write a
set of numericaloperator which will approximate the derivatives. The

net has a regular spacing , and I and J are indices specifying the points

of the net. They begin at one and end at the boundaries. See Figure _.

./,o: (_-,J_ _._c _ : (_- ,)

. .¢tr,_.T'+,)- a 4,(r,r) + ._(r_,r-,)

__ -. • .4%_

ap,- 4,'-

:_)'+ <i>(.:':-',_'.)
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Substitution of these operators in Laplace's Equation establishes

an important result; the potential at a point of the net is a weighted

average of the potential at neighboring points of the grid, and the

weight factors are determined by the coordinate system.

This relationship may be used to calculate the fieldsof cylin-

drically symmetric region where the boundary potentials are known. The

method is called the method of relaxation, and we move across the net

with the computerrepeatedly setting the potential at each point equal

to the appropriate weighted average of its neighborsuntil the process

converges. This is the method which was used to determine the potentials

in Figure i.
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Computer-aided Analysis for the

Mechanics of Granular Materials (MGM) Experiment

by

Joey K. Parker

Assistant Professor of Mechanical Engineering
University of Alabama

Tuscaloosa, Alabama

Abstract

The Mechanics of Granular Materials program is planned
to provide experimental determinations of the mechanics of _

granular materials under very low gravity conditions. The

initial experiments will use small glass beads as the

granular material, and a precise "tracking" of individual

beads during the test is desired. Real-time video images of
the experimental specimen were taken with a television

camera, and subsequently digitized by a "frame grabber"
installed in a microcomputer. Easily identified red

"tracer" beads were randomly scattered throughout the test
specimen.

A set of Pascal programs was written for processing and
analyzing the digitized images. Filtering the image with

Laplacian, dilation, and blurring filters then using a

threshold function produced a binary (black on white) image
which clearly identified the red beads. The centroids and

areas for each bead were then determined. Analyzing a
series of the images determined individual red bead

displacements throughout the experiment. The system can
provide displacement accuracies on the order of 0.5 to 1

pixel if the image is taken directly from the video camera.
Digitizing an image from a video cassette recorder

introduces an additional repeatability error of 0.5 to 1

pixel. Other programs were written to provide "hardcopy"
prints of the digitized images on a dot-matrix printer.
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Introduction

Experimental determinations of the mechanics of granular

materials, such as powders, soils, grains, etc., have been

conducted for many years. In these experiments a

cylindrical specimen of granular materials is usually

confined by a uniform pressure. Since the experiments are
conducted on the earth, the test specimens are also

subjected to 1 g of acceleration (due to gravity). Gravity

induced body forces prevent the testing of specimens at low

confining pressures of less than 1-2 psi since the

specimen's weight dominates the system response.

Determining the mechanics of granular materials at low

confining pressures would significantly improve our
understanding of many geotechnical engineering and

geological phenomena, such as the behavior of soils during
earthquakes, sand storms, and planetology.

The Mechanics of Granular Materials Experiment is

currently planned for Space Shuttle flight in the next few

years. In a series of experiments a variety of granular
materials (initially small spherical glass beads) will be

tested in the near-zero g (microgravity) environment of the

Shuttle's orbit. The absence of gravitational forces will

allow very low confining pressures (0.25 to 1 psi) which are

not possible terrestrially.

One of the desired goals of the MGM experiments is to

determine constitutive relationships between specimen

_^_A___ Determination rigid body_,._ and deformation, of

displacements of individual particles within the test
specimen as a function of time would aid the development of

these constitutive relationships. One proposed method for

determining displacements of particles on the specimen

surface is to record visual images of the system during a

test. These visual images can come from either individual

"still" camera pictures, or from continuous recording via

movie or television cameras. When continuous recording is

used a tremendous amount of data can be generated. A
standard television camera generates images at the rate of

30 per second, which results in over 200,000 images during a

single 2 hour test. Clearly, some type of computer-aided

analysis would benefit researchers by reducing the amount of

effort required to determine particle displacements from the

visual recordings of the experiment.
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Objectives

The overall goal of this project was to develop

computer-aided analysis techniques for analyzing visual

images of the MGM experiments. Within this broad goal are

many specific objectives, such as:

i) determine if additional commercially prepared image

processing software is necessary,

2) develop a means for generating "hardcopy" images on a

variety of printers,

3) develop computer software for acquiring images of the

experiment and determining particle locations in an

individual image,

4) develop computer software for identifying and

"tracking" individual particle displacements between

successive images, and

5) test and evaluate the developed computer-aided

analysis package with actual experimental systems.
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Hardware & EqUlipment

The computer vision system uses an Imaging Technology

PCVision Frame Grabber plug-in board. The frame grabber is

mounted in an IBM PC AT microcomputer equipped with a 6 MHz

_-_^_._ vv_vv°n_"___v_c_mr.__ . 640K of random access memory

(RAM), and a 20 megabyte hard disk for permanent storage.
The board digitizes a standard mS-170 television slgnal into

a 512 by 512 pixel (_icture element) matrix with a
resolution of 8 bits (2_ = 256 gray levels). The PCVision

Frame Grabber can digitize images at the 1/30th of a second

rate of the mS-170 standard, although permanent storage of

the digital images on a hard disk requires several seconds.

A JVC model BY-110 color television camera is used for

viewing the experimental setup. A VCR (video cassette

recorder) is also available for recording images throughout

the experiment. The PCVision Frame Grabber can digitize
either the signal directly from the television camera or
from the VCR.

The experimental setup used in this work consists of a 4

inch diameter by 6 inch tall "cylinder" of 0.3 mm diameter

blue glass beads constrained by a thin latex membrane. The

cylinder of beads is placed inside a rigid "plexiglass"

or "Lexan" pressure chamber cylinder of approximately 6

inches inside diameter. The annular region between the bead

specimen and the clear outer cylinder is filled with water,

which is externally pressurized to maintain a constant

confining pressure.

Several red glass beads (of the same size and weight)

are dispersed among the blue beads. Since there are fewer

red beads, it is possible to identify and track individual

red bead motions from frame to frame as the experiment

progresses. The specimen is mounted in a standard triaxial

soil mechanics testing frame where it is subjected to a

uniform confining pressure, see Figure 1. During the
experiment the specimen is strained at a constant rate of

approximately 1 inch per hour to a final value of

approximately 30% strain. Additional experimental

arrangements (such as different size beads, other strain

rates, etc.) are planned for the actual flight experiment.
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Printer (Hardcopy) Outputs

Two commercial software packages ("ImagePro" and

"ImageAction") are available from Imaging Technology for
use with the PCVision Frame Grabber. These packages provide

menu-driven software for acquiring and manipulating video

images. Both "ImagePro" and "ImageAction" were useful in

early stages of the project for generating image processing

steps that were later developed into dedicated programs.

The general purpose nature of these packages limits their

usefulness for the specific, application oriented analyses
required in this project.

"ImagePro" provides a hardcopy (printer) output that

"ImageAction" does not, although the quality of the printed

pictures is extremely poor. However, digitized images
stored by "ImagePro" are in a run-length-encoded form that

is difficult to manipulate with other software.
"ImageAction" stores the data in the form of consecutive

rows (of 512 one byte pixels) with a small amount of

preliminary information. The "ImageAction" storage format

was used for all software developed in this project. This

means that "ImageAction" can be used to generate images for

subsequent processing and analysis, or that "ImageAction"

can be used to display images generated by the processing
and analysis programs.

Pascal programs were written to provide hardcopy
printouts of "ImageAction" digital images on both the Epson

LQ-1500 (black and white) and ACT II (color) printers. The

Epson printer simulates 8 shades of gray, while the ACT II
displays 16 different colors. The PCVision Frame Grabber

generates pixels with "brightness" values ranging from 0

(dark) to 255 (white). The printed gray shade (or color)

for a particular pixel brightness is found by dividing the

pixel value by 32 (Epson) or 16 (ACT II) and truncating the
fractional part. The program for the Epson printer is named

"Aspect.com" since it generates an almost exactly true

aspect ratio (height to width ratio) for the printed image.

The program for the ACT II color printer is appropriately
named "Color Pr.com" and it trims 56 columns from both sides

of the image-in order to have an almost true aspect ratio.

Two other printer programs were written for the Epson

LQ-1500 printer. The program "Squish.com" prints a picture

that is 1/4 the size of the one printed by "Aspect.com".

This program prints only every other row and column, i.e.

pixels with both even row and column numbers, so some

resolution is lost. All images presented in this report

were printed with "Squish.com". Another program

("Contur8.com") was developed for generating contour plots
at 8 gray levels.
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Imaqe Processing

With only one exception (an assembly language routine)
all software for this computer-aided image analysis project
was written in Borland International's Turbo Pascal

I=_,_. Turbo p_1 provid_ a convenient programming

environment with the program editor, compiler, and error

message generator integrated into a single package. One of
Turbo Pascal's basic storage elements is an individual byte,

and a single digital image generates over 240,000 bytes of
data. Therefore, a considerable savings in storage is

provided over languages such as BASIC or FORTRAN which

typically use two bytes for integer storage. The only other

logical choice for a programming languagewould be "C", but

the programming environment is not nearly as "user-frlendly"
as Turbo Pascal.

The Pascal program for acquiring and processing the

digital image into a usable form is called "Process". This

program consists of a set of procedures (similar to

subroutines in FORTRAN) for performing the required
operations. The Pascal procedure for "grabbing" image

frames from the TV camera (or VCR) is called "Snap". This

procedure initializes the PCVision Frame Grabber board then

"grabs" a single frame and places it in the PCVision memory.

A procedure called "Store_Picture_in_Memory" stores the
digitized picture in a 480 row by 512 column matrix of 1

byte values (in the IBM PC AT memory) for easy manipulation

by other procedures. Although the PCVision system digitizes

512 rows, only the first 480 are displayed on the monitor,

so the other 32 are not used by any of the image analysis

programs or procedures. Another procedure called

"Save Picture to Disk" is used for storing the picture array
in an--"ImageAction" file format (which use the filename

extension ".img").

In the original images the red beads display a
noticeable diffraction pattern, which appear as the

"cross-hatched" areas in Figure 2. Figure 2 represents the

upper left quadrant (240 rows by 256 columns) of an image

taken of an experimental specimen. Since the specimen is

covered with a latex membrane, the red beads are somewhat

difficult to see without image processing. Also, the

PCVislon system generates a black and white picture which

would make it virtually impossible to distinguish red from

blue beads without the diffraction patterns. Note that the

left side of Figure 2 appears generally darker than the
right side. The right side is near the center of the test

specimen and a considerable amount of "glare" is present

in this part of the image.
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One of the basic image processing techniques used in
this software involves convolvinq or filtering the digitized

image with "operator masks" of various types. These

operator masks are usually 3x3 or 5x5 matrices that are

superimposed on each pixel of the original frame. Each
value in the mask is multiplied by the pixel "under" it, and

the sum of the 9 (or 25) multiplications becomes the pixel
value at the center of the mask in the new, convolved image.

As an example, consider the 4x5 digital "image" below along

with the 3x3 Laplacian operator.

5 7 i0 4 3 -i -i -i

Image: 6 9 8 2 4 Laplacian: -i 8 -i
4 5 7 1 2 -i -i -i

7 6 6 2 8

If we apply the operator mask to the image on__ where the

mask completely covers part of the image, then the first

pixel to be convolved is the 9 in row 2, column 2. Applying
the operator to this first pixel gives:

New Value = (-i)(5) + (-I)(7) + (-i)(i0) +
(-i)(6) + (8)(9) + (-i)(8) +
(-_) C4) + C-l)(s) + (-i)(v)

<- Row 1

<- Row 2
<- Row 3

or New Value = 20.

all usable points in

convolved image is

If we apply the Laplacian operator to

the original image, the resulting

Convolved Image:

5 7 i0 4 3
6 20 19 -23 4

4 -13 17 -31 2
7 6 6 2 8

Notice that the pixels on the perimeter of the image are
unchanged. Each time a convolution operator is applied to

an image two rows and two columns of pixels are "lost" since

their data is no longer meaningful.

The Laplacian convolution is the first to be applied to

the video images since it enhances the visibility of the red
beads while eliminating the blue beads. Figure 3 shows the

image that results from convolving the Laplacian operator

with the image in Figure 2. The cross-hatched areas of
Figure 2 are replaced by vertical bands of alternating light

an dark areas. This step is extremely important since the

Laplacian convolution produces essentially the same pattern

for all red beads, regardless of where they occur in the

original image. The red beads located in the right hand

side of Figure 3 are in the "glare" region of Figure 2, yet

the convolved appearances are similar.
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The next image processing step involves removing the
dark bands from the Laplaced image. The operator here is

called a "dilation" mask and it operates somewhat

differently than the convolution mask. The dilation mask
shown below is applied by the procedure "Dilate" to all

pixels in the current image:

Dilation mask:

0 1 0

1 1 1

0 1 0

If any of the pixels "under" a 1 of the mask are greater

than a predetermined threshold (150 is the currently used

value), then the center pixel is replaced by the larqest

value in the image under a 1 in the mask. If all

surrounding pixels are less than the predetermined

threshold, then the center pixel is left unc,hanged. This

operation has the effect of thickening the light regions

(greater than 150) of the banded areas by essentially

eliminating the dark bands. Figure 4 shows the results of

applying the dilation mask to the image of Figure 3. Notice

that Figure 4 is similar to Figure 3 except in the red bead

regions where there now appears a white "spot".

The next operation on the digital image is applying a

"blurring" convolution mask (procedure "Blur"). This mask

is a 5x5 array with the values:

Blur mask:

! 1 1 1 1

1 2 2 2 1
1 2 1 2 1

1 2 2 2 1

1 1 1 1 1

The resulting value is divided by 33, which is the sum of
all values in the blur mask. Blurring is essentially a

smoothing or averaging operation that has two main effects
on the dilated image. First, it reduces the effect of small

spots of white (usually "noise") by spreading the pixel

value over a larger area. Secondly, it smooths the edges of

the red bead areas by averaging the dilated pixel values

with surrounding darker areas. Figure 5 shows the image of

Figure 4 after the blurring operation.

The three image processing operations of Laplacian,

dilation, and blurring are provided in the ImageAction

software. However, the Pascal routines written for this

project run from 30% to 50% faster than the equivalent

ImageAction routines. Also, the ImageAction convolution

mask routines have a small "bug" in them. The result of an

ImageAction convolution is placed one pixel to the left of

where it is supposed to be. After three convolutions the
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entire image has been shifted to the left by three pixels.

Images processed by the ImageAction routines should not be

compared to other images for measurement purposes since this

shifting has taken place.

After the image has been blurred, a "thresholding"

operation is applied. All pixel values greater than a

threshold value (currently 150) are set to 0 (black). All

other pixel values are set to 254 (white). The thresholding

operation results in a binary image which clearly identifies

the red beads as dark spots on a light background. The

subroutine for thresholding is written in Microsoft assembly

language for fast operation, but could be written in Pascal

with only a small penalty in execution speed.

The resulting binary image is then "segmented" into
non-touching objects or "blobs" by a set of Pascal routines.

Although humans can automatically determine which ones of

the approximately 240,000 pixels form an individual object,
a computer has no intrinsic way of doing this. An algorithm

for grouping neighboring pixels into unique "blobs" was

developed after several trials, and is implemented in the

procedure "Segment". The essential steps of this algorithm
are:

the first row of the image from left to right
searching for pixel values of 0 (dark).

2) If a value of 0 is found and its left-hand neighbor

pixel value is a 254, then replace the current pixel

value with the value of Next_Object and increment
Next_Object.

3) If the left-hand neighbor is less than 254 (which

indicates that it used to be a 0), then replace the
current pixel value with the value of its left-hand

neighbor.

4) Continue steps 2-3 until the first row is finished.

5) Scan the next row looking for pixel values of 0.

6) If a value of 0 is found and the left-hand neighbor

is a 254, check (in succession) the pixel values in

the row above that touch the current pixel (to the

left, straight up, then to the right). Replace the
current pixel value with the _irst one of these that
is not a 254.

7) If a value of 0 is found and the left-hand neighbor
is less than 254, then replace the current pixel

value with the value of its left-hand neighbor.

Check (in succession) the pixel values in the row

above that touch the current pixel (to the left,

straight up, then to the right). If any of these are
less that 254 and are different from the current

pixel value, replace all instances of the different

value with the current pixel value.
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8) If a value of 0 is found and none of the surrounding

pixel values are less than 254, then replace the

current pixel value with the value of Next_Object and
increment Next_Object.

9) Continue steps 4-8 until finished with all rows.

After this algorithm is run, each individual "blob" will be

identified by a set of plx_i_ wlhh _ u**iq_e value between 1

and 253. All pixels with the same value belong to the same

object. Note that no more than 253 "blobs" can be found by
this method (actually quite a few less).

Now that individual "blobs" have been identified,

parameters such as area, "roundness", and height to width

ratio can be calculated. These parameters are used to

determine which "blobs" are actually legitimate red beads
and which are simply "noise". The area of each individual

"biob" is calculated and compared to predetermined

thresholds. All areas smaller or larger than the target red

bead area range can be automatically eliminated. The
smaller areas usually come from noise in the picture, while

the larger areas can result from "glare" in the original
image or from two or more touching beads.

"Roundness" or "circularity" of an object is defined to

be the ratio between the perimeter length squared and the

area. For a perfect circle the circularity ratio is 4_ .
In a procedure called "Circle" all "blobs" with a

circularity greater than 15 are eliminated. Similarly, a
_4ure called "Ratio" eliminates all "blobs" with a

height to width ratio greater than i.

All remaining "blobs" are considered to be valid "red

beads" and are re-numbered starting with i. A procedure
called "Center" calculates the centroid of each bead. The X

axis is assumed to be along column 0 while the Y axis is

assumed to be along row 0 (Y is positive down). The bead
centroids and areas are written into a data file (with a

user-specified name) along with the number of beads.
The current software determines bead centroids to within 0.i

pixel, although this has some aspects of "false accuracy".

Determining centroids to any greater precision would be
meaningless, which will be shown in a later section of the

report.
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Image Analysis

After the original images of the experiment are

processed and bead centers are located, the analysis shifts

to determining individual bead displacements between

successive images. The current software for performing this

analysis treats all bead displacements as relative motions

between a single pair of images. Displacements are
calculated from the first to the second image in a sequence,

then from the second to the third, then from the third to

the fourth, etc. However, the bead motions from the first

to fourth frames can easily be determined by simply adding

the three relative displacements between these two images.

The bead "tracking" algorithm is relatively simple, and

is performed by a program called "Analysis". The user is

prompted for the names of two bead center data files

prepared by the "Process" program. The data from these

files is read into arrays. Bead centers are displayed on

the video monitor as "+" signs for the first image and as

"x" signs for the second image. The user is then prompted

for the X (horizontal) and Y (vertical) "pixel to inches"
conversion factors. The bead center in the second frame

"closest" "'_n a least squares fashion) to each Dead center
in the first frame is then identified. The distance between

them is compared to a threshold value (which is currently

0.1 inch). If the distance is less than this threshold,
then a "match" is assumed and relative X and Y displacements
can be calculated. The "matched" bead centers in the second

frame are then discarded so that they cannot be used for

subsequent processing. The displacement analysis continues

until all beads in the first image have been checked.

One important limitation of the algorithm outlined above
must be remembered, displacements between successive frames

must be relatively small. Motions on the order of half a

bead diameter would be approximately ideal since the

matching algorithm would work well with little opportunity

for mis-matching. Displacements larger than one bead

diameter could easily lead to erroneous results, especially

if two beads begin to approach each other. Very small
relative motions should also be avoided since calculated

displacements will be greatly contaminated by inherent

measurement "noise" (discussed in the next section).

The bead "size" information is recorded in the data

files along with the horizontal and vertical center

locations. This information could also be used to help in

the "tracking" analysis, but is not used currently. Bead
sizes should not change greatly between successive frames,

so a matching algorithm based on both size and distance

criteria could be developed.
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The "Analysis" program also has another output. Bead
centers from the second data file that "match" bead centers

from the first file are written to a new data file. This

new data file has the same name as the second data file, but

the new extension is "upd" (for UPDated). Each bead ID is

the first data file. For example, assume that bead #6 of

the second data file ("No2.dat") matches bead #4 from the

first data file ("Nol.dat"). The centroid and area data for
bead #6 of the second file is then written to the new data

file ("No2.upd") with a new identification as bead #4.
Beads from the second data file that have no "match" from

the first file are not written into the new file.

With this scheme bead centers from the first image can be

tracked throughout an entire series of _g_ _nose that

four data files (Nol.dat, No2.dat, No3.dat, and No4.dat)

have been created by "Process" from four successive images.

First use "Analysis" to determine displacements from
"Nol.dat" to "No2.dat", which creates a new data file

entitled "No2.upd". Next use "Analysis" to determine

displacements from "No2.upd" to No3.dat", which creates a

new data file entitled "No3.upd". All displacements

determined for a given bead "i" from the second analysis

refer to the same bead "i" from the first analysis.

Finally, use "Analysis" with the files "No3.upd" and

"No4.dat". Again, all displacements determined for a given

bead "!" from this third analysis refer to the same bead "i"
from the first analysis.

Analyzing a series of images in this fashion does have

some potential problems. If a bead "disappears" in one

image of the sequence and then "reappears" in a later image,

no connection between these two beads will be made. A given

bead could "disappear" in one of two ways. If a bead begins

to move radially toward the center of the specimen, then the
"size" of the bead appears to decrease. If it decreases

below the threshold size of the "Process" program, then it
is removed from the set of possible bead centers. Also, if

two red beads move together and touch, a single large "blob"
is generated by the "Process" procedures and can be removed

by the circularity or ratio criteria.

An additional program which uses the data files written

by the "Process" program is called "Sequence". This program

prompts the user for the name of a data file, then displays
small circles on the video monitor at each bead center

location. The program can then display other sets of bead

centers concurrently. This program can be used to "animate"

the motion of beads at speeds several times that of the
original experiment.
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Experiments and Calibration

A series of tests were conducted in order to establish

the validity of using video digitization as an analysis

technique for the MGM experiment. In the first test a set

of 20 red beads (of 3 mm or 0.12 inch diameter) were rigidly

attached (glued) to a test plate. The plate was mounted to

the triaxial test machine, but it was not behind the water

or the "plexiglass" pressure chamber cylinder. The plate

was displaced vertically (as a rigid body) five times in

0.100 inch increments. Digitized images were taken directly

from the video camera at each increment. The digital images

were then processed using the software discussed in the

previous sections ("Process" and "Analysis"). The data from

the first test (0.1 inch input displacement) is given in

Table 1, while the data for the last test (0.5 inch input
displacement) is given in Table 2.

Table 1

Experimental Measurements with 0.1 inch Input Displacement

Bead Displacement Displacement Displ.

(pixels) (inches) (pixels) (inches) (inches)

1

2

3

4

5

6

7

8

9

i0

ii

12

13

14

15

16

17

18

19

2O

0.2 0.003 8.4 0.099 0.099

-0.2 -0.003 8.5 0.i00 0.i00

-0.2 -0.003 8.4 0.099 0.099

-0.6 -0.009 8.4 0.099 0.099

--0.3 --0 004 7.7 0.091 n no1

0.4 0.006 8.2 0.097 0.097

-0.6 -0.009 8.5 0.i00 0.i01

-0.5 -0.007 8.0 0.094 0.095

-0.2 -0.003 8.8 0.104 0.104

-0.3 -0.004 8.3 0.098 0.098

0.3 0.004 8.4 0.099 0.099

0.3 0.004 8.7 0.103 0.103

-0.4 -0.006 7.8 0.092 0.092

0.I 0.001 8.1 0.096 0.096

0.0 0.000 8.4 0.099 0.099

-0.I -0.001 8.5 0.i00 0.i00

0.I 0.001 8.3 0.098 0.098

0.2 0.003 8.5 0.i00 0.i00

0.3 0.004 8.5 0.i00 0.i00

0.2 0.003 8.0 0.094 0.094

Average bead displacement =
Standard deviation =

0.098 inches

0.0033 inches
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Table 2

ORIClNAL PA "[ 18
OF POOR QuALrry

Experimental Measurements with 0.5 inch Input Displacement

Bead

Horizontal Vertical Net

(pixels) (inches) (pixels) (inches) (inches)

1 1.2 0.017 42.0 0.496 0.496

2 1.5 0.022 42.4 0.500 0.501

3 I.I 0.016 42.5 0.502 0.502

4 0.5 0.007 41.8 0.493 0.493

5 2.0 0.029 42.1 0.497 0.498

6 1.2 0.017 41.8 0.493 0.494

7 1.5 0.022 42.7 0.504 0.504

8 0.5 0.007 42. 1 n_.=_.Ao_ 0°497

9 1.7 0.024 42.9 0.506 0.507

i0 1.0 0.014 42.2 0.498 0.498

ii 1.6 0.023 42.9 0.506 0.507

12 1.8 0.026 42.7 0.504 0.505

13 1.2 0.017 41.4 0.489 0.489

14 1.2 0.017 41.0 0.484 0.484

15 1.4 0.020 42.5 0.502 0.502

16 1.4 0.020 42.5 0.502 0.502

17 1.3 0.019 41.6 0.491 0.491

18 1.4 0.020 42.1 0.497 0.497

19 1.9 0.027 42.4 0.500 0.501

20 0.7 0.010 41.5 0.490 0.490

Average bead displacement =
Standard deviation =

0.498 inches

0.0062 inches

The 0.2, 0.3, and 0.4 inch input displacement cases

showed average measured displacements of 0.199, 0.300, and

0.400 inches respectively with standard deviations of

0.0042, 0.0052, and 0.0059 inches respectively. The data
indicate that the averaqe measured displacements are quite

accurate, but that individual beads may deviate somewhat

from the average. The "worst-case" deviation for the 0.5

inch input is 0.014 inches, which is approximately a full

pixel height.

One possible source of error can be seen by comparing

individual bead displacements in Tables 1 and 2 to the

average displacements. The displacements of beads I, 2, 3,

4, 7, 9, ii, 12, 15, 16, 18 and 19 in Table 2 are greater

than the average of 0.098 inches. In Table 2 beads 2, 3, 7,

9, Ii, 12, 15, 16, and 19 have displacements greater than

the average of 0.498 inches. These nine beads from Table 2

also have greater than average displacements in Table 1.

The displacements shown in both tables are measured with
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respect to the same original image. Any errors in
determining the starting bead centers from this image would

tend to remain throughout the analysis of several images.

In the second test of the imaging system, frames (or

images) were captured from a video cassette recording of an
experimental specimen. The specimen was mounted in the

triaxial testing frame and the pressure chamber was filled
with water. Several red beads were randomly scattered

throughout the specimen. The specimen was not moved or
strained during the video recording. Four different

digitizations of the same "identical" image were made.

Thirty-three (33) beads were correctly identified in each of
the four images at essentially the same X and Y coordinates.

However, four smaller beads were identified in some of the

digitized images but not in others. Some of these beads

were eliminated from the final analysis because they fell
below the size or area threshold.

Three sets of "displacements" were calculated for the 33

beads common to all four images by subtracting the positions

of the first image from the second, third, and fourth

images. The average displacement calculated in this fashion

was essentially zero in both the horizontal and vertical

directions. However, the standard deviation was 0.57 pixels

in the horizontal direction and 0.41 pixels in the vertical

direction. Histograms for the horizontal and vertical

displacements are shown in Figures 6 and 7 respectively.
Gaussian distributions with the same standard deviations are

also plotted for reference purposes. The data indicate that

using the VCR for recording video images prior to

digitization does contribute additional error in the form of

reduced repeatability. This error is approximately one half

to one full pixel in both the horizontal and vertical
directions.
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Results

The extensive amount of data generated from the

Mechanics of Granular Materials experiment will require

computer assistance for effective data analysis• No

commercial software packages are available for performing

the specialized and speclZlc analyses required.

A set of Pascal programs for determining individual bead

motions from digitized video pictures of the MGM experiment
has been developed• The original image is passed through

Laplacian, dilation, and blurring filters before

thresholding creates a binary (black on white) image• Image

segmentation separates the black pixels into contiguous sets

or "blobs". Further processing eliminates some "blobs" on
the basis of size, circularity, or height-to-width ratio.

All remaining "blobs" are assumed to represent valid beads.

This image processing for a single picture takes

approximately 3-4 minutes after the digital image has been
stored on the hard disk. The output of this software is a

data file containing bead centroids measured from both the X

and Y axes (top and left sides of the image respectively).

Testing of the video digitization equipment and image

processing software indicated that measurements with averaqe

measurement errors of essentially zero can be made. However,
standard deviations in the measurements made directly from

the television camera indicate that the accuracy is on the

order ^_ one half a ,_v_1 Also images _4gitlzed from VCR

recordings are of significantly lower quality than ones
digitized directly from a television camera. Repeatability

in measuring "identical" images from VCR recordings was

within one half to one full pixel.

Additional software was written to provide "hardcopy"

output for the digitized images on a printer• Programs were

developed for printing full size images on the Epson LQ-1500

(black/white) and ACT II (color) printers• Other programs

provide contouring and quarter size copies on the Epson

LQ-1500.
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Recommendations

Several recommendations for further work on this project

are given below. The recommendations are given in roughly
the order of priority and/or practicality with highest

priority first.

The currently used JVC BY-110 color camera is too large

and bulky for use in the actual shuttle experiments. Much
smaller black and white cameras are available, but they must

be checked to see if the "diffraction" pattern is generated
for the red beads. The "diffraction" pattern is an critical

requirement of the current analysis software.

The use of special filters should be considered if other

cameras do not generate the required "diffraction" patterns.
A filter that passed only red light could be used to give an

image in which red beads could be easily identified.

The experimental arrangement used in the test cases
could not discriminate bead motion from relative motions

between the camera and test specimens. Small stationary

identifying points or "landmarks" should be added to the
experimental_ _y_m ..v-_surement _-_ _---_**_="landmaz_ks _ in

the image could then be used to correct for any "jitter"

from the VCR or changes in angular orientation between the

camera and test specimen.

The water which fills the space between the specimen and

the "plexiglass" pressure chamber magnifies the image to

some degree. This magnification is difficult to determine

and may change as the experiment progresses. The exact
effect must be evaluated to determine the inches-per-pixel

ratios required for both the horizontal and vertical
directions.

Significantly more testing of the entire imaging system

(hardware and software) is needed to conclusively prove the

utility of this approach. The digitized images are of

higher quality in the center 50 - 60% of the specimen image.

This portion of the image is not significantly affected by

the effects of projecting a three-dimensional scene (the
specimen) onto a two-dimensional surface (the video frame).

The outer portions of the test specimen image must be
discarded or correction factors must be developed for

generating valid information.

The current 3 to 4 minutes required for processing each
image can be reduced somewhat by different methods. The

Turbo Pascal programs used in the current software are

fairly well optimized for fast execution. Replacing the IBM

PC-AT's standard 12 MHz clock crystal with a 16 MHz crystal
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would increase the AT's operating frequency from 6 to 8 MHz.
Since disk access times would not be significantly improved,

a 25% to 30% faster analysis could be expected. A more

time-consuming option would be to convert the image

processing routines to the "C" language for future porting
to a faster microcomputer (such as the IBM RT-PC or a

Motorola 68000 based system).

The PCVision frame grabber provides a useful resolution

of 480 "rows" and 512 "columns". A 7% improvement in the

imaging resolution could be easily obtained by turning the
camera 90 degrees such that there are 512 "rows" and 480
"columns". The current software would not be changed,

except possibly to re-label the X and Y axes. This

arrangement would also better use the full video screen,
since the MGM test specimens usually have height-to-width

ratios greater than one.

The final recommendation is the most esoteric. Pattern

matching and artificial intelligence techniques could be

developed to identify red beads directly from the original
or Laplaced images. These same techniques could also be

used to accommodate the problems encountered with adjacent

(touching) red beads. These beads are eliminated by the

current algorithm, but could provide valuable information

from the actual experiment.

XXXIII-17



Eeferences

Baxes, G. A., Digital Image Processing, A Practical Primer,
Prentice-Hall, Englewood Cliffs, New Jersey, 1982

Castleman, K. R., Digital Image Processing,

Englewood Cliffs, New Jersey, 1979
Prentice-Hall,

Gonzalez, R. C. and P. Wintz, Digital Image Processing,
Addison-Wesley, Reading, Massachusetts, 1977

Haralick, R. M., "Image Segmentation Survey", Fundamentals

in Computer Vision, edited by O. D. Faugeras, University
Press, Cambridge, England, 1983

ImaqeAction User's Guide, Imaging Technology Incorporated,
Woburn, Massachusetts, 1985

ImagePro User's Manual, Imaging Technology Incorporated,
Woburn, Massachusetts, 1986

Levialdi, S., "Basic Ideas for Image Segmentation"i

Fundamentals in Computer Vision, edited by O. D.
Faugeras, University Press, Cambridge, England, 1983

Rosenfeld, A., "Segmentation: Pixel-Based Methods",

Fundamentals in Computer Vision, edited by O. D.
Faugeras, University Press, Cambridge, England, 1983

Rosenfeld, A., "Digital Geometry: Geometric Properties of

Subsets of Digital Images", Fundamentals in Computer

Vision, edited by O. D. Faugeras, University Press,
Cambridge, England, 1983

XXXIII-18



ORIGINAL PAGE IS 
OF POOR QUALITY 

\ 
c \ 

/ 

Figure 1 - MGM Experimental System 

XXXIII-19 



Figure 2 - Original Digitized Image 

Figure 3 - Digitized Image after Laplacian Filter 
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Figure 4 - Digitized Image after Dilation Filter 

Figure 5 - Digitized Image after Blurring Filter 
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STATISTICAL ANALYSIS OF FAILURE DATA ON

_ANTROLLERSAND SSMETURBINE BLADE FAILURES

By

S. A. Patil
Professor of Mathematics

Tennessee Technological University
Cookeville, Tennessee

ABSTRACT

The expressions for the maximum likelihood functions are
given when the failure data is censored at a given point
or at multiple points, or when the data comes in groups.
Different models applicable to failure data are presented
with their characteristics. A graphical method of
distinguishing different models by using cumulative hazard
function is discussed.

For the failure data on controllers the model is
determined by cumulative hazard function and chi-square
goodness of fit. Using the Weibull Model the maximum
likelihood estimators of the shape parameter and the
failure rate parameter are obtained. The confidence
intervals, meantime between failures, and B1 are
determined. Similarly, for the data on SSME blade
failures the maximum likelihood estimators are obtained
for the Weibull parameters. The variances, confidence
intervals, meantime between failures and reliability are
determined. The analysis is carried under assumption of
grouped data as well as randomly placed data.
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1. Introduction and Objectives

In Patil (1985) report I introduced the stochastic

process, failure times, and reliability of a complex

_y_te_ _l_n. I discussed the constant and variable

failure rate models. The models developed were applicable

to independent as well as nested components. The

methodology was applied to the Space Telescope Solar Array

System. Abernethy (1985) discussed some aspects of

failures on SSME turbine blade failures for simulated

data. Mario Rheinfurth (1985) made a study of reliability

analysis of HPOTP first stage blade failures assuming the

Weibull Model for the grouped data. He obtained estimates

for the failure rate and shape parameter for the Weibull

.... el

In the present study we shall consider general

methodology for obtaining Maximum Likelihood Estimators

(MLE) for the complete data, censored or multicensored

data or grouped and multicensored data. We shall discuss

five different models for failure data. The models we

shall discuss are: The Exponential Model, Gamma Model,

Weibull Model, Lognormal Model, and Extreme Value Model.

For these models, we shall discuss briefly the hazard

function and graphically represent the hazard functions.

The methodology discussed will be applied for the

suitability of the models for the controller failure data.

For the assumed model, the MLE's of the failure rate and

shape parameter in the model will be obtained. The

variances of the estimators and confidence intervals for

the parameters will be obtained. Also, the estimated

reliability curves and estimated MTBF will be found.

For the HPOTP turbine blade grouped data, the MLE's

of the parameters and their variances will be obtained.

The analysis will also be done assuming observations are

equally spaced or randomly spaced. From the estimators,

the Reliability Curve and MTBF will be presented.

2. The Maximum Likelihood Functions

Let tl,t 2 .... ,t be the failure times and the
probability density _unction (p.d.f.) be f(t,e), then the

likelihood function of tl,t2,..tn ,e is

t I t2 .tn,e ..... ,0), O<t <L( , . ) = f(tl'e) f(tn =i
i 1,..n

(1)
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If the observations are censored at time t i.e. the
0

experiment is terminated at time t and r failures (r<n)

occurred before t- Since the probability of a fai lur--e

after time t is _-F(t ), where F(t) is the distribution

function of _, and tl'_2"'tr are independent the
likelihood function can be written as

L(tl,t2,...t ,to,8 ) = f(tl,8 )...f(t ,8 ) (1-F(t ))n-rr r o '

O<t.< _ i = 1,2..r (2)
I

If r = n then (2) reduces to (1).

If each of the units are censored at different times,

t 1, .... t are failures times and t ,...t denote the
censorin_ times of the unfailed unC_ 1. Thnen the

likelihood function is given by

L(tl,t2..tr,t2+ 2,.... tn,O )

n
(1-F(t))

f(tl,8 ) ..... f(tr,8 ) ill=r+1 i

(3)

If t i = t I = ... = t = t (3) reduced to (2).n o

If the failures are counted at the end of certain

intervals, then the observations occur in groups. Suppose

k observations occur in (tl., t ), k in (t ,t ), .... k
observations in the interval 12 _ 21 22 r(t .,t _7 and remaining

.rl r_ .

n - (k I + k_ + ..+k ) observations multicensored as above.
Since probability o_ k.

i observations occurring in

(til,ti2) is

(F(til - F(til
k .

)) 1

the likelihood function can be written as

L(t
11'_2 't21't22' .... trl'tr2't ,...t )r+i n

r k n

H (F(ti2) - F(til)) i H (1-F(ti))
i=i i=r+l

O<til<ti2, i = 1,2 ..... ,r (4)
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These likelihood functions can be used to find the MLE's
and their variances.

3. Different Models

In this section we shall discuss different mooels

which could be applied to failure rate data. We shall

give the density function, distribution function, the

reliability function, MTBF, the hazard function, and the

cumulative hazard function for each model. We consider

five models: Exponential Model, Gamma Model, Weibull

Model, Lognormal Model, and Extreme Value Model.

3.1 The Exponential Model

The p.d.f:

At t > 0 (5)f(t) = le ,

The constant k >0, is the failure rate.

func t ion

-Xt
F(t) = 1-e , t > 0

The reliability

-kt
R(t) = 1-F(t) = e

The MTBF

MT = R(t)dt = e
o

The hazard function

f(t)

h(t) - = k

1-F(t)

The cumulative hazard function is

The distribution

(6)

(7)

(8)

(9)

H(t) =/t h(u)du =/t kdu = It
o o

which is linear in t.

(10)
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3.2 The Gamma Model

The p.d.f, of t is

f(t) = Ikt k-1 e-lt/F(k)

The distribution function

(ii)

F(t) - 1 it ik kk_le_iX dx =

F(k) o

k- 1 -u
.__!__1._ t u e

F(k) o
du =F k (It)/F(k)

where _(.)o is the incomplete gamma function.

reliabili%y R(t) is

The

(12)

R(t) = I-F '_)/r(k)
k %,, _ a

The MTBF is

(13)

1 = ik-1 -It
MT = 0I R(t)dt - F(k) 0I t e dt =

The hazard function

k

I
(14)

h(t) = _ k -Ittk-1

1 -Fk(It)

H(t) = - In (1 - F (Xt)/F(k))
k

(15)

(16)

For k = 1, the model reduces to exponential model.

3.3 The Weibull Model

The p.d.f, is

8 -1 -It 8
f(t) = 18 t e (17)
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The distribution function and reliability are

_It B
F(t) = 1-e ,

-It _
R(t) = e

(18)

(19)

MTFB is

-It B F(1+1/B )

M T e dt =O

lI/8

The hazard function and cumulative hazard function are

8-1
h(t) = 1St

8
H(t) = _t

(20)

(21)

(22)

For 8= 1 the model becomes exponential model.

3.4 The Loqnormal Model

The failure rate t has lognormal model when lnt has

normal distribution hence the p.d.f, of t is

1
-1/2(Int)2

f(t) = e , O<t< _ (23)

t_ (2_) 1/2

The distribution function and reliability are given by

int
F(t) = _ (---_--),

- Int _int )
R(t) = 1-_(T) =_( (_

(24)

(25)

where _ (.) is the distribution function of the standard

normal random variable. The MTBF is
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I 1( Int )2 dt

M T = E(T) = O_/'t e- 2

to (2_) 1/2

= e _ 2/2

(26)

The hazard function and cumulative hazard are

1.1nt 2

i ,
hCt)=

I/2_ int
to (2 _) (---0--)

(27)

H(t) = - In m (-_'--v_-'_). (28)

3.5 The Extreme Value Model

The p.d.f, of t is

1 t/a (_et/af(t) =_e exp ), -_ <t< _

a

(29)

The distribution function and reliability are given by

F(t) = 1 - exb(-e +t/a) (30)

R(t) = exp (-e t/a) (31)

The MTBF is

t/a t/a
M T = L_t e exp(-e )dt = -a Y (32)

where r is the Eular's constant.

cumulative hazard are

The hazard function and
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1 t/a
h(t) - e , - _< t < _ (33)

a
t/a

H(t) = e , - w<_< w (34)

t I = et then t. has Weibull distribution. TheIf takewe

models have Seen given inILawless (1982).

4. Comparison of Different Models

In this section we discuss the graph s of hazard

functions and their use in differentiating different

models. Hazard function given the probability that

individual will last a time t + A t given that the

individual has lasted up to time t. There are usually

three types of hazard function: (i) Decreasing hazard

function! for this type there is larger failure rate at

the beginning we call infant failure model. (ii)

Increasing hazard function. The failure rate goes up as

age of the unit goes up. These are fatigue models. (iii)

Bath tub model where both types of failure can occur.

There are few instances these models we now consider

hazard functions of the models.

(i) Exponential Model - For this model hazard rate

remains constant. The graph of the hazard function is

parallel to X axis.

(ii) Gamma Model - For this model for k < 1 the

failure rate is decreasing for k = 1 hazard is constant

and for k > 1 the failure rate goes up. The graph of h(t)

is shown in figure (i). This model is fairly flexible.

(iii) Weibull Model - Like Gamma Model for 8 < 1 the

failure rate is decreasing, for k = 1 hazard function is

constant and for B> 1 the hazard function is increasing.

This model is flexible and useful in many situations. The

graph of the hazard function for different values of 8is

given in figure (ii).

(iv) Lognormal Model - The hazard function is

sharply decreasing if there is a high mortality rate then

this model may be used.

(v) Extreme Value Model - For this model the

hazard function of the graph increases exponentially. AZso,
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the failure distribution varies from - _ to _. This model

is not very useful. The model further can be determined

by plotting the estimated cumulative hazard function which

we shall discuss in application.

5. Statistical Analysis of Controller Failures

In this section we shall apply mathematical model to

fit the controller failure data.

5.1 Controller Failure Data

Data on controller failures is given in two different

sets. The data is given in the appendix. First set of

data is collected by Honeywell and _.w.._--_=_ by Jack

Matheny and Russ Mattox. The data consists of 26 failures

and 24 different censoring times in hours. The failure

times include factory testing plus field testing. The

failure definition was determined in consultation with

Russ Mattox and Oliver Burnett of Rockwell International.

The failure times are estimated failure times. The total

time to the failures, and the total factory failure times

were observed. The estimated failure times were estimated

by subtracting factory failure times from all the failure

times.

5_2 Estimated Cumulative Hazard Function

Different models could be distinguished by the

estimated cumulative hazard function. The method is

discussed in Nelson (1969). We use Nelson's graphical

method to distinguish among Exponential, Weibull, and

Lognormal Models.

We shall describe the method of distinguishing the

models.

An estimator of a cumulative hazard function H(t) for

the multicensored model is denoted by

H(t)

and is obtained as follows:

The failure times and censoring times are ranked

together from largest to smallest, then the estimated

hazard function is 100 times reciprocal of the rank of the

failure time and

XXXIV-9



H(t) = H

is the running total of the estimated hazard functions.
Different models distinguished from the graph of some
function of _ versus time.

A

Exponential Model: The relation between t and H is

t = (1/_)H. (35)

A

Hence, if the scatter plot of t against H fits a line

through origin the data indicates exponential model.

Weibull Model: The relation between t and H is

I A

Int = Tin H + In_ (36)

Hence, if the scatter diagram on log scale is linear then

the data indicates Weibull fit. If the slope is 1 then

the model reduces to exponential model.

Lognormal Model: The relation between t and H is

t = _+ o_-1 (1-e -H), (37)

For this case, if the scatter diagrams of t against

-I( 1-e )

fits a straight line then the data indicates a possible

fit of Lognormal Model.^ The graphs of scatter diagrams of

t against functions of H for Weibull Model is given in

figure (_±). The data indicates fairly good linear fit

for the Weibull graph. Also, the histograms of 26

failures is shown in figure (iv). If the observed

frequency is 0 and theoretical frequency is e, then for

large n>20,

2
Z(0-e) /e

has a chi-square distribution with degrees of freedom as

the number of classes less the number of parameters. If
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Z(O-e)a/e < 95th percentile

of the chi-square then observed distribution represents

theoretical distribution. For the data

Z(O-e)2/e is 10.8 <

the critical point

acceptable.

16.1, hence, the Weibull Model is

5.3 MLE of the Weibull Parameters

The maximum likelihood function for the multicensored

Weibull Model for r failures tl,t2,..t and t ..t
censoring times is given by r r+l''" n

r n

L(t.,..,t ) = _ IB t B-1 exp(_it 8 ) _ exp(-It_ _
i n i i i)

i=1 i=r+l

(38)

The log likelihood can be written as

r n B
= . -I 7 tlnL rlnl + rln n_ + (B-l) Z lnt i i

i=1 i=1

Taking partial derivatives with respect to land B and

equating to zero, the MLE for l is given by

(39)

^ n 8
l =r/ 7. t.

i
i=I

and B is given by

(40)

1 1 n n

--+---Z Int. - ( Z tB int.)/(Z t.B) = 0

B r i=1 i i=1 i i i=1 i

(41)

For the controller data r= _6, n = 50, using t ,. .
the observations in the appendix 1 and solving _41_ t50

iteratively we find

B = 1. 108 (42)
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A

and substituting 8 in (40) we find

*%

1 = 3.014 X 10 -4 (43)

since 8 is greater than one there is little aging effect.

5.4 The Variances_ MTBF_ and Reliability

To find the estimated variance we find second

derivatives of likelihood function as

2
3 InL

31 2
- -r/k - (44)

3 21nL

3138

n r 1 r

-_ t 8 Int =_+_ int
• . °
I I I

i=l 18 1 i=l

(45)

3 21nL n

2 =-r/82 -I {.=it_. (inti)2 (46)
38

Using (44)-(46) and estimates in (42) and (43), the

estimated information matrix can be obtained. The inverse

of this matrix gives the variance _ovariance matrix. The
variances of the estimators I and 8 are

.% *%

-7
Vat (I) = 1.12 X i0

*% *%

-2
Var (8) = 2.45 X i0

The 95% confidence interval for I and B are given by

(-3.76 X 10 -4 9.79 X 10 -4 )
f

(.800, 1.42)

The estimated meantime for failures is
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^ ^ ^ 11_/p
A

MT = F(1+1/8)/(I) = 1448.4 hrs.

Since there are two channels for the controllers, the

reliability for the two channels is given by

^ _ ^

R(t) = 2 Rl(t) -((Rl(t))

2

(47)

^

The graph of R(t) against time t is shown in the figure

(v). Also, the B1- life represents the operating time

for which the reliability of the system is 99Z. For the

given data with Weibull Model B1 life is 197.5 hours.

6. Analysis of Failures of SSME Turbine Blades

In this section we analyze the 1st stage turbine

blade downstream shank cracks data for chambered blades.

6.1 Turbine Blade Failure Data

Data on HPOTP turbine blade cracks is provided by

Billy Gonterman of Rockwell International. The data is

given in the appendix e. There were a total of 67 test

runs of 78 blades in each run and cracks were observed at

IOOZ power level of the engine. The exact failure times

of cracks are not available, however, the interval in

which cracks occur are observed. There were 10 runs in

which a total of 15 cracks occurred, in 57 runs there were

no cracks. These 57 times can be taken as censoring

times. The data is analyzed as grouped data and also as

randomized data.

6.e Grouped Model

Following Rheinfurth (1986) we shall use the Weibull

Model. Let K. cracks be observed in the interval

(til,t._) i=1_2,..,10. Also, the censoring times for

first _ runs are t._ = t ,i=l,e,. 10, ti,i=11,...,b7 are
the censoring times1_or izero cracks. Uslng equation (4)

the log likelihood under Weibull Model can be written as
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Estimated Reliability (Weibull Model)

FIGURE v
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10

InL =I

i=1

ki In(exp(-It 8 8i2 ) - exp(-It_ ))

67

-I[78 Y

i=1

8 lO 8
t. - y. k. t. ]

I i I
i=1

(48)

Taking the partial derivatives of InL and letting

Vil = exp(-ItSil), Vi2 = exp(-It_l ), V = V -i il Vi2

we find the estimating equations for I and B are

@InL 10

_= E k.(V.)
@I i i

i=1

67

-78 T t p. = O,
I

i=1

-1 (-t_l Vil + t 8 V
ie

lO
0

) + Z k. tp
i2 i i

i=I

(49)

@inL 10
-1

- E k.(V.)
I I

@8 i=1
(-Iti_ intil Vil

%ti_ In ti2 Vi2)

+

10 t o.p 6V 8
-l[- E k. lnt. + 78 Y t lnto]= 0

I 1 I 1 1
i=1 i=1

(5O)

Putting the values of k., til, ti2 i=l, ..,lO;t.,i=l,
2..67 from the appendixl2 equations (49_ and (50) are

solved simultaneously and iteratively for I and 8 . First

equation (50) is brought close to zero for various 8 and I
values then (49) was solved so that two successive values

of I trap the value of the equation to zero. The

estimates of 8 and I are

8 = 1.78 (51)
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-9
I = 1.704439 X 10

For determining the variance we find,

B_InL 10 -2
(V.) (-t [ Vi + t B- _ - Z k i i 1 1 i2 Vi2

)
BI i=l

2

(52)

10 -1 2B 2B
(V) (t Vii- t Vi_,- Z k i i il i2

i=1
(53)

_2 lnL 10
= -Z k V -1 (_it B Vi +" " il 1_B_I i=l i i

67 t"B 10 t"B+ I[78 T lnt. - Z lnt.]
I I 1 1

i=1 i=1

B e inL 10 2 B

-" 2 - Z k i (V i) (-It i Intil Vil
BB i=l

R _.

lnt V 2 )-"+ Iti i2 i

t B Vi2)ie

(54)

10 -1 B )2 B- Z k (V ) (-It (int (1-It
i i il il Vil il

i=1

) +

2)2 B ))It 2 (Inti (1-Iti2

67 10
B 2 Z k.t _B+(78 Z t (in_ - (int-) 2) (55)

i=1 i £ i=l 1 I i

Using equations (53) through (55), B , I given in (51) and

(52) and data in appendix 2, we find the estimates of

variances as

^ -12
Vat I = 1.647528 X 10

^ -19
Vat B = 1.936758 X 10
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Using the estimators of
^

r(l + 1/8)

MTBF =
^

The estimated reliability is given by

B and I the MTBF is obtained as

= 99667 sees. = 27.69 hrs.

A

A

R(t) = exp (-Xt B)

From the reliability we find B1 life as B1 = 7780 sees. =

2.16 hrs.

6.3 Randomized Model

In the grouped model to find the estimators two

nonlinear simultaneous equations are needed to solve. The

equations donot converge easily to the required degree.

Also, the variances of estimators are large. An

alternative approach is to assume that the individual

failures occur randomly in the given interval and take

these random values as the failure times and analyze the
modified data.

The interval (til, tiH) contains k i failures. Let

tt_el, to ,...tik _ i=1,2..10 be the random failure times init_2in_erva . Using these values the log likelihood

for the Weibull Model can be written as:

InL = I0 InX +10 InB-(B-1)

10 k. 10 k.
i i B

T. T. In t. -I(Z ? t.
lj lj +

i=1 j=l i=l j=l

67 10
78 Z t B- Z k t B )

. . .

i=1 i i=1 i i

(56)

Using (56) the estimator for I is given by

^ 67 B 10 k. B 10 BX = 10/(78 Z t + Z Z _ t. - Z k. t. )

i=1 1 i=1 j =1 lj i=1 1 1

(57)

and the estimating equation for B is

^ I0 k.

10/ B - _ _I In t.
lj

i=1 j=1
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67
- (78E

i=1

^ 10 k

t8. In t.- Zk. t8. in t. + T_ 7 i
1 i 1 I 1

i=l j=l

67

(78 7.

i=1

10 10 k.
8 8 • ) =ot. - _ k. t. _ Z Z I 8

i i=1 i i i=l j=l lj

For the information matrix we find

tS. In t..)/
i 3 Ij

(58)

821nL = k/12
2 (59)

@8@X

10 k.

- ((k/B) - Z Z i

i=lj=l

In t. )/l
lj

_21nL

-- 2

_B

2 67 t"8= k/8 -X (78 7 (In t. )
I 1

i

2
10

D

- T. k. t p. (In t. )
I I I

i=l

(60)

2

10 k. 8

+ Z _i tij (In t. )
i=1 j=l lj.

2
(61)

Using (57), (58), and the data in the appendix a and the

random numbers from random number generator program, t_e

estimators for 8 and l are obtained as

^

= 1.8002
-9

= 1.8869 x 10
A

= 70187 secs.

The estimates of variances and related quantities are

^

Var _ = .120 -17Var 2.901X 10

MTBF = 62376.81 secs. = 17.32 and B1 life is

1.513 hrs.

The variances in this case are smaller indicating the

observations have smaller spread. Also, the convergence

for the equation in 8 is fast.
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7. Conc!y_igD_

For the controller failure data Weibull Models fits
well. The MTBF assuming censored Weibull Model is 1,##8
hours. If one uses simple Exponential Model, MTBF is 881.
It is advisable to use censored models which take into
account the time for the units which did not fail. The B1
life using Weibull Model is 197.5 hours.

For SSME blade failures using grouped Weibull Model
MTBF obtained is 27.69 hours. The variances of the
estimators are also obtained for the parameters in MTBF.
The B1 life is 2.16. The drawback of the method is that
to find the estimators one needs to solve two simultaneous
nonlinear equations. Alternatively the randomly placed
model can be used. For this method MTBF is 17.32 hours and
B1 life is 1.5 hours. This method depends on seed numbers
used in the random number generators so it is better to
make number of runs with different seed points and average
the results.

Other models like GammaModel may give the better fit
for controller failure data. The maximum likelihood
estimating equations involve incomplete gamma functions
solving these equations need sophisticated programming
techniques. These problems need further investigation.

I •

.

o

•

•
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APPENDIX 1

Controllers _ Failure Data

CONTROLLER # FAILED FAILURE TIME
(HOURS)

1 P7 1 3683
2 P8 2 608

1324
3 F5 2 740

2977
4 F6 1 150
5 F4 5 232

30O
344
842
1609

6 F9 1 1727
7 FIO 1 200

8 Fll 1 2053

9 F12 1 1270
10 F13 1 1121

11 F15 2 153
900

12 F16 1 505

13 F17 1 313

14 F18 2 323
456

15 F19 1 452
16 F20 0 -

17 F21 1 419

18 F22 0 -

19 F23 0 -

20 F24 0 -

21 F25 0 -

22 F26 0 -
23 F27 0 -

24 F28 2 85
121

25 F29 0 -

TOTALS= 26 22907

CENSORING TIME
(HOURS)

485
878

318

4171
142

0

2098
23
287
729
8O

8O7
354
7

72O
799

140
1192
612
577
499
497
828
365

227

16835
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APPENDIX 2

Chamfered Blades' Failure Data

RUN # OF
# CRACKS

INSP. TIME 1

(SECS)
INSP. TIME 2 CENSOR. TIME

(SECS) (SECS)

1

2
3
4
5
6
7
8

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

4

1
1
1
1
3

1
1
1

4000

2100

1100

1200

1100

0

0

0

1 0

0 0
0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0
0 0

0 0

0 0

0 0

0 0
0 0

0 0

0 0

5996 5996
4252 4252
3441 3441
3360 3360
3281 3281
3112 3112
1767 1767
1859 1859
1500 1500

1260 1260

- 7840

- 6332
- 5982

- 4652
- 4563

- 4135

- 3550

- 3500

- 3491

- 3310

- 3241

- 3211

- 3155
- 3138

- 3101

- 3077

- 2946

- 2888
- 2868
- 2827

XXXIV-2 2



I_l ILl _ /_lPI'% IJI "t _r

# CRACKS
I,%'5P. T.!ME i

(SECS)
!_SP. TIME 2 CENSOR: TIME

(SECS) (SECS)

31 0 0

32 0 0

33 0 0
34 0 0

35 0 0

36 0 0

37 0 0

38 0 0

39 0 0
4O 0 0

41 0 0

42 0 0

43 0 0

44 0 0

45 0 0

46 0 0

47 0 0

48 0 0

49 0 0

50 0 0

51 0 0

52 0 0
53 0 0

54 0 0

55 0 0

56 0 0

57 0 0

58 0 0

59 0 0

60 0 0

61 0 0

62 0 0

63 0 0

64 0 0

65 0 0

66 0 0
67 0 0

m

w

M

m

m

m

i

m

m

m

m

m

I

m

m

m

w

m

m

m

m

m

n

m

m

m

i

m

2810
2771
2584
2448
2349
2085
!859
1857
1825
1792
1767
1609
1555

1509
1491

1427
i332
1307
1305
1273
1260
1231
1016
1010
932
895

750
721
666
525
392
372
300
252
250
250
250
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MANAGEMENT OF SSME HARDWARE LIFE UTILIZATION

by

J.M. Pauschke

Assistant Professor of Civil Engineering

Department of Systems

University of Pennsylvania

Philadelphia, PA

aRSTRACT

Statistical and probabilistic reliability methodologies

are developed for the determination of hardware life limits

for the Space Shuttle Main Engine (SSME). Both methodolo-

gies require that a mathematical reliability model of the

engine (system) _ .... _ " - .......per_,,.an_e be dev =l_n_- _ R fnncrion of

the reliabilities of the components and parts. The system

reliability model should be developed from the Failure

Modes and Effects Analysis/Critical Items List. The statis-

tlcal reliability methodology establishes hardware life

limits directly from the failure distributions of the

components and parts obtained from statistically-designed

testing. The probabiiistic reliability methodology estab-

lishes hardware llfe limits from a decision analysis

methodology which incorporates the component/part reiia-

biiities obtained from a probabilisric structural analysis,

a calibrated maintenance program, inspection techniques, and

fabrication procedures. Probabi!istic structural analysis

is recommended as a tool to pri0ritize upgrading of the

components and parts.

The Weibull probability distribution is presently

being investigated by NASA/MSFC to characterize the failure

distribution of the SSME hardware from a limited data base

of failures. Methods are outlined to derive a file of

values of the shape parameter 8 of the Weibull distribution

(i.e., "B-bank") from failure data obtained for hardware on

the SSME and other pump-propelled rocket engines, from

material specimen testing, from probabilistic structural

analysis, and from expert judgment.

Other recommendations include the development of

concise definitions and identification measures of the

mechanical failure modes of the hardware in the failure data

collection process to facilitate statistical failure data

analysis, the calibration of failure distributions derived

from probabillstic structural analyses with the failure
distributions derived statistically from testing, and the

development of a decision analysis methodology to determine

hardware life limits when limited failure data is available.
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1.0 INTRODUCTION
OF POOR QUALITY

During the Mercury, Gemini and Apollo-Saturn programs,

NASA developed rocket propulsion systems with high reliabi-

lity since most were expendable and maintenance could not be

performed. Since the 1970's, however, NASA has been

challenged with the development of the reusable Space

Snuttie Main Engine (SSME) _o be designed for 55 Shu_ie

Orbiter launches, which is 27,000 seconds of operating life.

In launch, the three Orbiter SSMEs operate in parallel with

the Solid Rocket Boosters (SRBs) for approximately 2 minutes

until SRB separation. The SSMEs then continue to burn for a

total of about 8 minutes from launch until the Orbiter is

near the desired orbital velocity.

The SSME is a high performance, liquid propellant

rocket engine with variable thrust. The SSMEs use liquid

oxygen and liquid hydrogen propellants, which are stored in

the External Tank attached to the Orbiter, and operate at a

mixture ratio (LOX/LH2) of 6:1. Each SSME uses a staged
combustion cycle to power the turbopumps with high combu-

stion chamber pressure. First, the staged combustion

cycle consists of partial propellant combustion in the

preburners at high pressure and relatively low temperature.

The propellants are then totally combusted at a high

chamber pressure of approximately 3000 psia and a high

temperature in the main combustion chamber (MCC) before

expanding through the nozzle which has an area ratio of
77.5:1.

Each SSME produces 470,000 ibs. of thrust at rated

power level (RPL) and is throttieable from 65 percent RPL to

109 percent, which is full power level (FPL) and 512,000

ibs. of thrust. The SSMEs are designed, fabricated,

and maintained by Rockwell Internationai/Rocketdyne Division

(RI/RD) for NASA�Marshall Space Flight Center (MSFC).

Further descriptlons and performance of the SSMEs can be

found in Schwinghamer (1976), Johnson and Colbo (1981),

Kiatt and Wheelock (1982), McCarty and Wood (1983), and

Ryan et al., (1983). To date, the SSMEs have collectively

acquired approximately 38,000 seconds of operation !n 25

launches and a total of 270,000 seconds of combined test and

launch time.

2.0 PROBLEM STATEMENT

The reusability requirement with minimum maintenance

for quick turn-around time, the high operating temperatures

and pressures, and the limited Congressional fund!ng for the

Space Shuttle program provide the major engineering chal-

lenges for the design, fabrication, and maintenance of a

highly reliable SSME. For reliability and maintainability,

the SSME can be considered as a system composed of a number
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of components and parts as shown in Figure 1. The terms

"system", "components", and "parts" will be used throughout

this paper and are defined as follows:

System: Group of components integrated

to perform specific opera-

tional function(s).

EXAMPLE: SSME

Component:

(Subsystem)

Collection of parts which repre-

sents a self-contained entity of

a complete system and perform a

function necessary to the operation

of that system.

EXAMPLES: High Pressure Fuel Turbopump

(HPFTP)

Main Combustion Chamber (MCC)

Main Fuel Valve (MFV)

Part: Least subdivision of a component which

cannot be disassembled without destroying

it.

EXAMPLE: HPFTP: Blades, Impellers, Seals,

Bearings, Welds, etc.

RI/RD (1984) illustrates the SSME engine, component, and

part configurations and gives the acronyms for the hardware

used An this paper. A number of components such as the four

turbopumps (LPFTP, HPFTP, LPOTP, and HPOTP), valves, ducts,

instrumentation, igniters, nozzles, and con%toilers have

been designed as line replaceable units (LRUs) to facilitate

field maintenance, automatic checkout, and internal inspec-

tion capabilities. A number of the SSME components/parts

are life-limited due to low-cycle (LC)/thermal fatigue,

high-cycle fatigue (HCF), and cyclic creep. One of the

ma_or SSME challenges to date is the quantification of
reliable life limits for the SSME hardware.

Reliable life limits for engine parts are established

by the aircraft industry from sufficient testing of the

components and parts. The aircraft industry develops an

engine using the "bottom-up" approach (e.g., Hill, 1977;

Gibson, 1985). Extensive testing and redesign is done at

the component/part level during the developmental phase of

the englne to verify component/part reliability. From

adequate testing of the parts and components, the proba-

bility distribution of the time (or number of cycles) to

failure of each life-limited hardware is developed. The

hardware life limit is then determined from the failure

distribution to achieve a given reliability level. With

this approach, "surprise" failures and redesign problems are

xxxv- 2
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minimized during engine level testing and the operational

phase• The reliability of the components, parts, and hence,

the engine, is well-understood.

The SSME, however, has been developed using the

"top-down" approach. The SSME has been designed, fabricated

and launched with relatively little developmental testing

of the materials, components, and parts. Because of

Congressional budgetary restraints, virtually all testing

has been/is being conducted at the engine (system) level•

This approach for engine development has caused several

significant engineering problems in quantifying life utili-

zation of the SSME hardware:

I • Because component/part level testing has not been

conducted on the SSME, the reliability of the SSME

hardware and the life limits cannot be quantified

statistically from the failure data. For most life-

limited hardware, none to only a few failures have been

observed. Generally, no life-limited component or part

is used in flight if it has accumulated time greater

than 50% of the fleet leader time of that hardware.

What procedure should be used to establish reliable
utilization of life-limited SSME hardware?

• During engine level testing and flight, 26 significant

SSME failures have occurred due to a variety of

different component/part failures (Vance, 1986).

Fifteen of these failures occurred prior to the first

launch of the SSMEs on the Shuttle Orbiter Columbia on

April 12, 1981. Preliminary Flight Certification

(PFC) and Full Power Level Certification (FPLC) are

based on accumulating 10,000 seconds on each of two

engines for a 10-f!ight capacity to provide a safety

factor of 2. Is engine testing sufficient to prevent

the random occurrence of future SSME failures?

• The SSME has been designed using the factor of safety

(FS) approach with the following values for the FS

(RI/RD, 1974):

• 1.5 for ultimate, pressure only

• 1.4 for ultimate, combined loads

• 1.1 for yield

• 4.0 for LCF

• 10.0 for HCF

• 10.0 for creep

The FS concept, however, does not measure the reliabi-

lity or failure probability and does not quantify the

uncertainty associated with the SSME design parameters.

The uncertainty associated with the SSME design

parameters can be divided into statistical and

nonstatistical uncertainties as follows:
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• Statistical uncertainty (can be quantified from

data)

• Operating environment

• Thermal environment

• Pressure

• Other design loads

• Material properties

• Ultimate, tensile strength

• Compressive strength

• S-N fatigue curves

• Fracture-related properties

• Dimensions (tolerances)

• Inspection procedures

• Nonstatistical uncertainty (associated with the

assumptions and thermal/stress/fatigue models

used in the structural analyses)

How can the above uncertainties be incorporated into a

methodology to reliably establish life limits for the

SSME hardware?

3.0 OBJECTIVE

This paper proposes that SSME hardware life utilization

should be established from a reliability methodology rather

than from a factor of safety approach. From a reliability

approach, the SSME hardware life limits should be determined

from the reliabilities of the parts and components, R
D

and R , resDectiveiy. Two reliability methodologies are
C . -- .

presentea in thls paper:

1. A statistical reliability methodology

(Quantitative reliabilities are calculated)

2. A probabilistic reliability methodology

(Qualitative reliabilities are calculated)

Figures 2 and 3 outline the statistical and probabilistic

reliability methodologies, respectively. Both reliability

approaches require that a mathematical reliability model of

the engine (system) be developed as a function of the

reliabilities of the parts and components. The two methodo-

logies differ in the procedure which is used to develop the

reiiabilitles of the components and parts and to establish

hardware life limits.

The advantages and disadvantages of both methodologies

are outlined in Table 1. The application of each methodo-

logy to establish SSME hardware life limits depends on the

available data and on the objective of the reliability

analysis. If the objective is to quantify the hardware life

limits to maintain a specified hardware reliability, then

the statistical approach should be used. On the other hand,

if limited failure data is available, then a Drobabilistic
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reliability methodology should be utilized as a tool to
establish hardware life limits from a cost-benefit analysis

which considers the design parameters uncertainties,

maintenance program, inspection techniques, and fabrica-

tion procedures.

in the statistical reliability methodology outlined in

Figure 2, the SSME hardware life limits are determined from

the apportioneU reiiaDiii_ies R and R required Lo achleve

the desired SSME _arget reliability _ c The reau!red

reiiabiiities R and R are verified during the develoo-
"D c. -

mental phase of-the englne from statistically-designed

testing. From sufficient testing at the part and component

levels, the probability distribution of the time (or number

of cycles) to failure of each life-limited part or component

is developed. The hardware life limit is then established

from the failure distribution corresponding to the desired

reliability for that hardware. Hence this methodology gives

a meaningful, quantitative assessment of the reiiabiiities

of the parts, components, and hence, the SSME.

A probabilistic reliability methodology qualita-

tively, rather than quantitatively, assesses the reiiabiii-

ties of the parts, components, and engine. The reliabi!i-

ties of the SSME hardware are determined qualitatively from

probabilistic structural analyses of the failure phenomenon

which incorporates the uncertainty in the design parameters

listed in Section 2. The reliability numbers genera-

ted from this method do not have quantitative meaning except

for hardware where the theoretical failure distribution is

benchmarked by the failure distribution developed from

testing. In lieu of reiiabiiities quantified from testing,

probabiiistic assessement of the part/component reliabiii-

ties does give the relative reliab±iities of the SSME

hardware given the uncertainty in the respective design

parameters. Consequently, the probabilistic structural

analysis becomes one of several tools needed for a decision

analysis process to quantify SSME hardware life limits as

discussed in Section 6.

This paper addresses the following aspects of these two

methodologies:

• SSME system reliability

• SSME component/part reliabilities

• Statistical component/part reiiabilities

• Probabilistic component/part reliabilities

• Decision analysis methodology

4.0 SSME SYSTEM RELIABILITY

The performance of the SSME should be represented by a

mathematical reliability model of the engine which sub-
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divides the SSME into lower levels of components and parts,

including identification of the interfaces/interactions

among the components and parts which affect the engine

reliability. System or SSME reliability, R_, is apportioned

down to the level of .component and part rellabilities, R

and Rp, respectively, c

For the SSME, the logical starting point to develop the

system performance model is the Failure Modes and Effects

Analysis/Critical Items List (FMEA/CIL) document prepared by

RI/RD (1984). This document identifies the potential

hardware failures, their effects on engine and vehicle

performance, and their ranking according to a criticality

category. A Criticality Category 1 failure, the most

serious, results in loss of life or vehicle (including loss

or injury to the public). The mathematical reliability

model of engine performance should be initially developed
for all Criticality Category 1 failures identified in the

FMEA/CIL for each mission operational phase: propellant

conditioning, engine start, mainstage, cutoff, and post-

cutoff. However, further development of the FMEA/CIL report

would be required since the mechanical failure modes,

causes of failure, and failure rates (failure distributions)

of the SSME hardware leading to Criticality Category 1

failures has not been adequately developed in this document.

The mechanical failure modes of the SSME parts of each

component should be separated into a failure mode matrix of

age-related and non-age-related failure modes as shown in
Table 2.

A system reliability model of the SSME is proposed to
facilitate hardware life utilization as follows:

• To provide, in a logical and illustrative manner, a

thorough understanding of the complex interrela-

tionships of all failure modes which could initiate
SSME failure.

• To provide a methodology to identify the sensitivity

of SSME performance to different failure modes and

designs.

• To provide a mathematical tool to apportion and

determine the reliabilities of the components/parts
from which the hardware life can be determined.

• To prioritize upgrading of the component/part reiiabi-
lities.

Mathematical reliability models of a system include

event trees, fault trees (or conversely, success trees),

and reliability block diagrams. Conceptual, partial

fault tree and reliability block diagrams which model SSME

system performance are shown in Figures 4 and 5, respective-

ly. The fault tree would be the logical continuation of the

FMEA/CIL study and should be developed initially for all

Criticality Category 1 failures as assessed in the FMEA/CIL.
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Fault tree analysis is a powerful tool to understand a

complex system such as the SSME. In 1961, fault tree

analysis was originated by H.A. Watson of Beii Telephone

Laboratories to evaluate the safety of the Minuteman Launch

Control System. Fault tree analysis is a deductive method-

ology to determine the "basic events" (faults or failure

modes) which could propagate to result in the undesired

"top event", the failure of the SSME. Basic events, such

as turbine blade failure, which could lead to a Criticality

Category 1 failure, are represented by circles in Figure 4.

Basic events have failure probabilities (distributions)

assigned to them and hence represent the component/part

failure probabilities (or conversely, reiiabilities).

Quantitative analysis of the fault tree calculates the

probability of the top event occurring from failure informa-

tion of the basic events. In addition, quantitative fault

tree analysis can be used to determine the required reiiabi-

lities of the components and parts from the target SSME

reliability R_, which can be used to assess the hardware
life limits or the SSME. Assessment of the reliabiiities of

the components and parts is discussed below.

5.0 SSME COMPONENT/PART RELIABILITIES

The most feasible approach to establish the reliability

of a mechanical component is to break it down into the

individual parts which can fail. The effect of each

operational and physical uncertainty on these parts can then

be determined to establish the mechanical failure mode(s) of

each part. The component reliability is then a function of

the reliabillties of the individual parts. In general

terms, a basic mechanical failure mode can be defined as the

physical process(es) which occur or combine their effects to

alter the size, shape, or material properties of SSME

hardware to make it incapable of satisfactorily performing

its intended functions. Examples of mechanical failure

modes include LCF, HCF, wear, cyclic creep, buckling, etc.

If the mechanical failure modes, failure rates, and hence,

reliabillties, of the parts are known, then the component

reliability can be determined (Raze, Nelson, and Simard,

1986).

As an illustrative example, consider that a valve

assembly may fail due to only two failure modes: seal

leakage (caused by wear) and a cracked connector/housing

(caused by fatigue). If R represents the reliability of
5 - o .

the seal and R h represents the reliaD11ity of the housing,

then the reliability of the valve, R v is given as:

R v = R s x R h (i)

Because the SSME has little mechanical redundancy, generally

the reliability of the parts should be greater than the
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reliability of the components, which inturn should be more

reliable than the engine.

The cumulative Weibuil probability distribution

(Weibull, 1951) has been utilized by the aircraft engine

industry (e.g., Abernethy et al., 1983b) to characterize

the probability distribution of the time (or number of

cycles) to failure of a number of mechanical failure modes

of engine hardware. Table 3 presents preliminary documenta-

tion of the use of the Weibull probability distribution to

characterize the failure distributions of engine hardware

and more generally, of mechanical failure modes such as

LCF, HCF, wear, etc. The Weibull distribution is presently

being implemented at NASA/MSFC to develop the failure

distributions of SSME hardware from a limited data base

of failures (Leath, 1986). Because reliability literature

contains numerous references on the theory of the Weibull

distribution, the establishment of confidence intervals,

etc., only the engineering significance of the Weibuii
distribution will be discussed below.

The cumulative two-parameter Welbull probability

function, FT(t), of the random variable T representing the
life (in time or number of cycles) to failure of an engine

component or part is given as:

t s]FT(t) = i - exp[-(_) (2)

where

8 = Weibull shape parameter

n = Weibull scale parameter (characteristic life)

When the failure data is graphed on Weibull probability

plot paper, the shape parameter 8 is the slope of the

straight line fitted to the data and represents the failure

rate of the hardware. In general, the Weibull shape

parameter (or slope) B for the different parts comprising a

given component will not be equal. Therefore, the compo-

nent, or valve, reliability distribution R (or conversely,

the failure distribution) in equation (1) Hill not be a

Weibuli distribution, i.e., the distribution expressing R
v

will not plot as a straight line on Weibull paper. The

importance of the Welbull shape parameter 8 in characteri-

zing component/part reliability is addressed below.

The mean, or expected value, E(T), of the Weibuii

distribution is given as:

1

E(T) = n F[1 + _ ] (3)

where F[ 3 is the complete Gamma function. The coefficient
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of variation, w, of the Weibui! distribution is. given as:

F[1 + 2/B] - 1] 1/2 (4)

Y = IF2[1 + I/8]

Note that ¥ is dependent only on the Weibuli shape parameter 8

and is independent of _. The relationship between B and w

in Equation (4) is graphed in Figure 6. As the value of

B increases, ¥ decreases. Therefore, overestimation of B

implies a smaller value of ¥ or "more certainty" in the

failure mode process. If the coefficient of variation of a

given failure mode is known, then 8 can be derived from

equation (4).

For a hardware llfe limit t_ corresponding to a

cumulative probability of failur_ F_(%) equal to p_,

Equation (2) can be solved for tD a_ follows:

tD = n (in 1 ]I/B (5)

(I - pF)

Then the factor of safety (FS) for the mean life E[T] of the

Weibull distribution can be solved from Equations (3) and

(5) as:

Factor of Safety = FS -
E(T)

(6)
t D

The FS will be a function of only _ (or ¥) and D F. The

relationship between p_, FS, and B (or ¥) is graphed in

Figure 7. The followihg _rends noted in Figure 7 illustrate

the sensitivity of PF and FS to the estimate of 8 when per-
forming Weibull analysis:

e

e

For a given 8, PF decreases as FS increases.

(A higher FS gives a lower pF ) .

For a given FS, _ decreases as B increases.(Overestimation B gives an unconservative

estimate (too low) estimate of pF ).

For example, if the Weibull distribution for a LCF failure

mode of a specific SSME hardware has a shape parameter B of

3, then the design lives selected to limit p_ to 0.01 and

0.001 would correspond to values of the FS oT about 4 and 9,

respectively.

In order to maintain a given PF (or target reliability)

of a specific hardware, the effect of 8 on the design

life t n is illustrated in Figure 8. Consider the case of

overestimation B for values of PF less than 0.632. For
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examDle, for a D_ of 0.001, for a value of S equal to 2,

the ratio of tn/_ is euual to 0.1. However, if B is

overestimated _o be 2.5, then tD/_ would be equal to 0.25,
which would imply a design life of 2-1/2 times greater than

the actual value. Consequently, an accurate estimate

of the Weibull shape parameter B is important to realisti-

cally quantify the reliability of a component or part.

For values of PF less than 0.632, it is conservative
therefore to use an underestimated (smaller) value of 8.

Methods to develop a file of values of the Weibuii

shape parameter 8 to assess component/part reliabilities

for the SSME hardware are outlined in Table 4. The first

method determines values of 8, and hence, hardware reliabi-

lities, from failure data of the SSME or other pump-propel-

led liquid rocket engines. The second method establishes

value of 8 from data obtained from material specimen

testing. The third method determines values of 8 theoreti-

cally from probabilistic structural analyses of the failure

phenomenon of the hardware. Finally, the fourth method uses

values of 8 determined from expert judgment. For example,

for some components it may be conservative to use a value of 8

equal to one, which implies that the failure distribution

follows an exponential distribution and the failure rate is

constant. The first and third methodologies are discussed

below.

5.1 STATISTICAL COMPONENT/PART RELIABILITIES

If considerable testing is performed at the component/

part level, then the probability distribution of the time

(or number of cycles) to failure of a component or part, and

hence 8, can be determined directly from statistical

analysis of the failure data (method 1 in Table 4). The

component or part can then be utilized for an operating life

corresponding to the required level of reliability for that

particular hardware as illustrated in Figure 2. This

approach enables meaningful, absolute reliability values to

be utilized in a quantitative reliability methodology.

As failures of SSME hardware are observed in testing

or flight, a file of values of the Weibul! shape parameter

8 ("8-bank") for different observed failure modes, ma-

terials, and parts should be developed from the failure

data. To provide consistency between the failure data and

the structural analysis of a given failure mode, the

mechanical failure modes (wear, fatigue, etc.) leading to

SSME Criticality Category 1 failures should be identified in

matrix form as in Table 2. Descriptive measures (inspection

procedures) and verification methods of each failure mode

should be incorporated into the failure data collection

process to facilitate correct statistical analysis of the
failure data. Much of the scatter observed in failure data

plotted on Weibull paper is due to the mixing of the differ-
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ent mechanical failure modes. Consequently, the data for

the different failure modes of a given hardware must be

properly separated by physical inspection and classification

before the statistical analysis of the failure data can be

performed.

Therefore, the statistical treatment of the SSME

failure data should involve the following steps:

• Develop a concise definition of each failure mode.

• Develop a descriptive measure of each failure mode

for maintenance and inspection purposes.

• Monitor the estimates of n, B, and the desired

B-lives as the number of failures increases.

• Monitor the reliability growth as the number

of failures increases.

• Document and verify the Weibull analysis computer

programs and theory.

• Document the appropriateness/procedure of

performing Weibayes/Weibest analysis per.

Abernethy, et ai., (1983). For example, what

are appropriate values of B?

In addition, to complement the limited failure data on

SSME hardware, values of B should be established from

similar hardware on other pump-propelled rocket engines as

recommended in method lb in Table 4. Per MacGregor (1982),

RI/RD has obtained about 85,000 Unsatisfactory Condition

Reports (UCRs) over the past 30 years from the development

of eight different pump-propelled rocket engines (including

the SSME), the delivery of about 2500 engines, and the

launch of over 1000 flight vehicles. From consideration of

failures which have occurred only during the operational

(mature) phase of these engines, RI/RD has identified at

least 13 common failure modes as listed in Table 5. It is

recommended that these failure modes be further investigated

to develop a file of B values to complement the values of 8

developed from the limited SSME failure data. It is also

recommended that RI/RD's data base of UCRs be investigated

to derive values of 8 for failure modes in addition to those

identified by MacGregor (1982).

The use of failure data from other pump-propelled

rocket engines must also address the possibility of varia-

tion of the value of B (the failure rate) from engine-to-

engine. Such variations may be due to hardware design

differences, overall engine design variations, and variabil-

ity in operating environments. For failure modes of

similar hardware on different engines where sufficient

failure data is available, the hypothesis of engine-to-

engine variability should be tested. However, the use of

historical failure data from similar hardware of other

engines may lead to more reasonable hardware life assess-

ments than assuming, for example, a constant failure rate

ORIGINAL PAGE

IDFPOOR QUALITY

xxxv- 11



for all hardware. In addition, the values of B derived

from the historical data may also be incorporated in the

Bayesian analysis of hardware re!iabiiities being imple-

mented by JPL (1986).

5.2 p_R_OBABILIST!Q_COMp_ONENT/PART RELIABILITIES

Development of the component and part reliabi!ities

from a probabilistic structural analysis (method 3 in Table

4) involves the following steps:

• Identify all the design parameters which have

uncertainty associated with them.

• Collect data on the variabilities of the design

parameters.

• Model the probability distributions of the design

parameters.

• Perform the probabilistic structural analysis by

propagating these distributions through the

mathematical model of the failure phenomena.

• Model the probability (e.g. Weibuil) distribution

of hardware life.

The reliability of a given hardware is a function of

the N random design variables representing the variabilities

in the material, load, and structural parameters. Let X =

.'"1[ "'2 ....... N' _- - " =-
naraware. The _erro_mance function g(X) of the hardware

for a given failure mode can be expressed as

g(_) = g(Xl, X 2 .... , XN) (7)

The limit state, or the boundary of the failure domain, of

the hardware may then be defined as

g(R) = 0 (8)

Hence,

g(X) > 0 is the "safe state" (9)

g(X) 4 0 is the "failure state" (i0)

A typical form of equation (10) is given by

g(R) = L(R) - R(R) _ o (11)

where L(X) is the load (or stress) parameter and R(X) is

the capacity (or strength) parameter. The probability of

failure PF of the hardware is then defined as

PF = PIg(X) _ O3 (12)

Let f_(x) be the joint probability function of the random
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design variables X i

f_(x) = fXl .... ,xNlXl' .... x N)

Then equation (12) can be written as

p_ = f f_(_) d_
" g(X) _ 0

(13)

(14)

Depending on the complexity of the failure mode and the

data available on the random design variables, the probabi-

lity of failure (or conversely, the reliability) in equation

(14) may be calculated by one of three probabiiistic

structural analysis methods:

• Full distributional approach

• Second moment method

• Numerical techniques, such as Monte Carlo simulation

Computation of the probability of failure from equation

(14) is called the "full distributional" approach since it

requires the joint probability density function of the

random design variables. If the integral in equation (14)

is computed exactly, then the computed probability of

failure is exact. The exact integration, however, is

possible only for limited cases such as certain stress-

strength interference problems per equation (11) (e.g.

Haugen, 1968; Ang and Tang, 1984; Witt, 1985). The second

moment method is an approximate method which does not

require the joint probability density function of the design
4 "..Avariables but reauires, only the f_rst t,_ _e_,_-_ of each

variable (e.g. Ang and Tang, 1984).

A number of SSME components/parts are life-limited due

to LCF, HCF, and cyclic creep. For these failure modes, the

relationship between the design parameters associated with

uncertainty and the hardware life are defined only by

a computer program, e.t., local strain, fatigue life

prediction, finite element stress model, etc. Consequently,

it would be difficult to obtain a closed-form solution for

the full distribution of hardware life. More feasibly, the

probabilistic structural analysis must be based on a

deterministic methodology, by considering the input design

variables to be random rather than deterministic and

propagating the random variables through the structural

analysis via numerical techniques.

Monte Carlo simulation is the most widely-used numeri-

cal technique to construct the failure distribution. While

Monte Carlo simulation can be used to solve virtually any

reliability problem, a major disadvantage of this methodo-

logy has been the expense required to carry-out the neces-

sary computations. Johnson, Maxwell, and Alired (1975),

Johnson and Maxwell (1976), and Maxwell and Johnson, (1977)
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limit the number of simulations required for a complete

structural analysis algorithm by developing an interpolation

function which represents the dependent failure mode

parameter (such as stress or life} as an explicit linear or

nonlinear function of the design parameters. Presently for

selected SSME hardware, Monte Carlo simulation is being

implemented by the Jet Propulsion Laboratory (JPL) (1986)

with the complete structural analysis procedures to derive

the probability distributions of the Weibull parameters

(S,n).

For the SSME, probabiilstic structural analysis of the

components/parts should be used as follows:

• To acquire a better understanding of the effects of

uncertainties of the material properties, thermal

environment, etc. on the determination of hardware

life limits.

• To qualitatively assess component/part reliabiiities

when failure data is not available. The qualitative

reiiabilities are then used to prioritize upgrading

the hardware in a decision analysis methodoiog¥ to

establish hardware life limits.

• To calibrate structural analysis procedures with the

failure data. The objective is for the probaoiiistic

structural analysis of a g_,,-- _=41ure mode to

predict the same Weibull distribution of hardware

life as statistically derived from the failure data.

6.0 DECISION ANALYSIS METHODOLOGY

Because testing at the component/part levels has not

been conducted, the determination of hardware life limits

for the SSME becomes a decision analysis problem. The

decision analysis process should be a cost-benefit analysis

which establishes hardware life limits from the following

sources :

• The validity of hardware llfe limits realized from

the probabilistic structural analysis

• The inherent reliability being achieved by the

maintenance program, inspection procedures, fabrica-

tion procedures, and quality control

Until the component/part reliabilities generated from a

probabilistic structural ana!ysis are verified with reliabi-

lities generated from failure data, the reliability of the

SSME hardware, and hence, the life limits, will have to be

qualified by a maintenance program calibrated to prevent

functional failures from occurring.

The relative part/component reiiabilities, determined

from the probabilistic structurai analysis and aggregated

through the system performance model, can be used to
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prioritize which hardware should be upgraded. The upgrading

of a particular hardware should consider the following

alternatives and the expected costs/benefits:

7.0

• Conduct testing

• To improve information on material properties

• To improve information on the operating
environment

e To improve information on component/part

reliabilities

• Modify the design

• Improve maintenance/inspection procedures

• Improve fabrication procedures

RECOMMENDATIONS

In summary, the following recommendations should be

implemented for the management of SSME hardware life

utiiizarion:

• Identify and define descriptive measures of the

mechanical failure modes of all SSME hardware

for use in maintenance, inspection, and statistical

failure data analysis.

• Develop a mathematical reliability model of the SSME

(e.g. fault tree analysis) from the FMEA/CIL Criticality

Category 1 failures.

• Develop a file of values of the Weibull shape parameter

8 to model the failure distributions of SSME hardware.

• Calibrate failure distributions (Weibull parameters)

developed from probab!!!stlc structural analysis with

failure distributions statistically derived from testing.

• Develop a decision analysis methodology to determine

hardware life limits when failure data is not available

which incorporates the following:

• Expected costs

• Probabiiistic structural analysis

• Maintenance/Inspection procedures

• Fabrication procedures
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Figure 4. Partial conceptual fault tree of SSME. {Ducts, valves,
controller, etc. not shown. Transfer events not

developed.)
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reliability block

diagram of SSME.
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7. Conclb_ions

For the controller failure data Weibull Models fits
well. The MTBF assuming censored Weibull Model is 1,##8
hours. If one uses simple Exponential Modelj MTBF is 881.
It is advisable to use censored models which take into
account the time for the units which did not fail. The B1
life using Weibull Model is 197.5 hours.

For SSME blade failures using grouped Weibull Model
MTBF obtained is 27.69 hours. The variances of the
estimators are also obtained for the parameters in MTBF.
The B1 life is 2.16. The drawback of the method is that
to find the estimators one needs to solve two simultaneous
nonlinear equations• Alternatively the randomly placed
model can be used. For this method MTBF is 17.32 hours and
B1 life is 1.5 hours. This method depends on seed numbers
used in the random number generators so it is better to
make number o_ runs with different seed points and average
the results.

Other models like GammaModel may give the better fit
for controller failure data. The maximum likelihood
estimating......... equat _._,,_ _...w_v=_.... I.o_ incomplete gamma functions

solving these equations need sophisticated programming

techniques. These problems need further investigation.

I •

.

.

•

.
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TABLE 3

APPLICATIONS OF WEIBULL DISTRIBUTION FOR FAILURE MODE ANALYSIS

(PRELIMINARY LIST)

Application Reference

IBearing failures in a fighter ......... Abernethy, Mediin,

_.4_ _,,,_,_n_ _11vbo_umD: and Ringhiser

Weibul! shape parameter 8 of (1983)

4.615 (final value)

RGenerai classification of Weibull ..... Abernethy, Medlin,

failure modes: and Ringhiser

(1983);

Failure Mode

Infant Mortality ........... <1

Inadequate Burn-in

Green Run

Misassembl 7

Some Quality Problems

Electronics

Abernethy, Breneman,

Medlin, and Reinman

(1983)

Random Failures ............ 1.0

Independent of Time

Maintenance Errors

Electronics

Mixture of Problems

Early Wearout .............. 3.0

Surprise

LCF

Rapid, Old-age Wearout ..... 6.0

Bearings

Corrosion

mRB-211Enqlne

Module

Weibull Shape

Parameter 8

... Biundeil and Beard

(1985)

!.P. Compressor ........ 0.7, 3.08

Intermediate Case ...... 3.068

H.P. Compressor and

Turbine ............ 2.206

I.P. and L.P. Turbine .. 1.355, 3.5

High-Speed External

Gearbox .............. 2.85
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TABLE 3 (CONT'D)

APPLICATION REFERENCE

mTitanium-6-A1-4V alloy .................. Mahorter, London,

engine discs, LCF failures at Fowler and

bolt holes, values of Weibull Salvino (1985);

shape parameter B of 2.0 and 3.2 Mahorter, Fowler,

and Saivino (1985)

BWearout of augmentor hydraulic .......... Medlin and

fuel pumps on fighter aircraft: Elsaesser (1983)

Weibull shape parameter B of 2.6.

Housing cracks of augmentor hy-

draulic fuel pump on fighter aircraft:

Welbull shape parameter B of 2.9

mProbability distribution associated ..... Saizman and

with Weibuli shape parameter 8: Gauger (1986)

Weibuli Sha_?

Distribution Type Parameter 8

Exponential ............... 1.0

Rayleigh .................. 2.0
r.__=l 9 g -- 3,0

Normal .................. 3.0 - 4.0

Small Extreme Value ...... > 10.0

• Weibull distribution used for LCF ....... Sattar and

crack initiation life of gas turbine Sundt (1975)

engine disc

• Air Turbine Starter: .................... Trimble and

Schmidt (1983)

Weibuil Shape

Failure Mode Parameter 8

Ball Bearing Fatigue .......... 2.0

Roller Bearing Fatigue ... ..... 1.5

Bearing Infant Mortality ...... 0.5

Gear Fatigue .................. 2.5
Seal Random Failures .......... 1.0

Seal Infant Mortality .......... 0.5

Clutch Random Failures ........ 1.0

• Application of Weibuli ................... Wirsching (1981);

probability distribution to model Fatigue Reiiabi-

fatigue data. lity: Development

of Criteria for

Design (1982)
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TABLE 4

ORIGINAL PAGE IS

OF POOR QUALITY

METHODS TO DEVELOP WEIBULL SHAPE PARAMETER 6 FILE

i ,

SSMEHARDWARE

From test/flight'dataof engineharuware

a. SSME

b. Other liquid rocket engines which are pump-

propelled (Assumption: Similar operations

and similar component�part configurations

should have similar values of 8).

I

• J-2 engine in Saturn Ib and V Vehicles (153)"

• H-1 engine in Saturn Ib vehicle (294)

• F-1 engine in Saturn V vehicle (85)

• RS-27 engine in Delta vehicle (69)

• Thor engine in Thor vehicle (524)

• Atlas engine in Atlas, Atlas-Centaur

vehicles (1110)

• From test data on material specimens of engine
hardware

3. From probabi!istic structural analysis

4. From expert judgment

1Approximate number of engines developed per MacGregor

(1982).

TABI_ S
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ABSTRACT

Artificial intelligence (AI) is a growing field which

is just beginning to make an impact on disciplines other

than computer science. While a number of military and

commercial applications have been undertaken in recent

years, few attempts have been made to apply AI techni(_ues to

basic scientific research. This study will show that there

is no inherent reason for the discrepancy. The

characteristics of the problem, rather than its domain,

determines whether or not it is suitable for an AI

approach. Expert systems, intelligent tutoring systems, and

learning programs are examples of theoretical topics which

can be applied to certain areas of scientific .......

Further research and experimentation should eventually make

it possible for computers to act as intelligent assistants

to scientists.
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INTRODUCT ION

Artificial intelligence (AI) is an area of computer

science which has recently begun to generate a great deal of

interest as government and industry alike embark on

ambitious programs designed to apply AI techniques to real

world situations. At a time when professionals in other

areas are being encouraged to adopt this new approach to

computer problem solving, debate continues regarding its

possible usefulness. Some proponents are inclined to make

extravagant claims about the prospects for applied AI.

While this enthusiasm is commendable, there is nevertheless

a danger that it might produce unrealistic expectations on

the part of prospective AI users. There is, on the other

hand, a persistent group of skeptics who believe there is

little possibility that scientists will be able to build

systems capable of intelligent behavior, at least using

current technology. Yet a third group is composed of people

who are unfamiliar with the current state of AI and are thus

unaware of the potential benefits that it have for them. To

help resolve these conflicting opinions it is important that

AI scientists begin to provide realistic appraisals of the

scope and the limitations of artificial intelligence.

The purpose of this study is to lay the groundwork for

just such an appraisal. In particular, it concentrates on

the possibilities of applying AI to other areas of

scientific endeavor. Section I will attempt to indicate the

kinds of problems that are particularly suitable to AI

techniques. Section II discusses some basic subfields of AI

that are applicable to scientific research. The conclusion

of the study will indicate directions for future work.
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OBJECTIVES

The objectives of this study were

I • To provide an overview of the field of Artificial

Intelligence and to differentiate the capabilities

provided by this branch of Computer Science from

those provided by more traditional computational
me t hod s.

• To identify techniques and research areas within

the AI field which are applicable to scientific
research.

3. To identify specific applications where these

approaches may prove useful.
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SECTION I

Defining artificial intelligence is, in some respects,

as difficult as defining "real" (or human) intelligence.

Theoreticians may beg the question by saying that artificial

intelligence is the use of computers to model human

intelligence, or that it is the study of the relationship

between cognition and computation. Potential users of AI

technology need a more practical statement than this. Let

us begin, then, by saying that artificial intelligence is a

branch of computer science that solves problems which cannot

be easily solved using traditional computational methods.

In other words, AI problems are somehow different from

traditional problems and must therefore be solved

differently. What are some of the distinguishing

characteristics of an AI problem?

AI problems are non-algorithmic

Strong mathematical models exist for most traditional

problem areas. Consequently, algorithms can be found which

describe solution procedures exactly. AI is most useful in

loosely structured domains where no clear cut procedures

exist. Problem solving in these domains can be

characterized as a search for a goal state, where in _s_.._

case a goal state is a description of some desired world

situation [Hayes-Roth, 84]. The solution a program

produces, then, is the path it takes to achieve the desired

goal. A chess playing program, for example, has its goal a

victory, and the path to that goal is the series of moves it

makes in playing a particular game.

In the absence of well defined procedures for achieving

goals the AI programmer may employ heuristic problem solving

methods. A heuristic is a rule of thumb, an embodiment of

common sense or intuitive knowledge. Heuristics do not, in

general, guarantee optimal solutions to problems. What they

do provide is a plausible approach for finding a reasonable

solution in a reasonable amount of time. Heuristic-based

problem solving can also be useful in domains where there

are existing algorithms which describe techniques for

exhaustively ennumerating all possible solution paths.

Finding the desired solution requires testing each path

until one is found which leads to a goal state. The

difficulty is that exhaustive searches of this nature are

often computationally infeasible. Here, heuristics can be

used to constrain the set of possible solutions to a subset

consisting of only the most feasible possibilities.
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AI problems are symbolic instead of numeric

One of the most important characteristics of an AI

program is its ability to manipulate arbitrary symbols.

While traditional scientific computation is dominated by

mathematical operations, artifical intelligence deals with

qualitative measures and objects whose values may be non-

numeric. For example, a medical diagnostic program must be

able to represent concepts such as "low grade fever" or

"primary cause of infection".

AI problems require large amounts of knowledge

"Knowledge" is not synonymous with "facts". A computer

can store tremendous amounts of factual information, but the

value of this information depends on the ability of computer

programs to use it well. To this end, AI researchers

continue to look for new and better methods of knowledge

representation. Frames, scripts, semantic networks, and

rule structuresare all attempts to organize factual data

into true knowledge so AI programs will be able to make

plausible inferences, derive analogies, and, in general,

exhibit the kind of behavior which in humans we would

consider intelligent. Because of the broad scope of many AI

problem domains and the lack of good domain models: much of

this knowledge is embodied in heuristics.

It should be noted at this point that artificial

intelligence is an elusive concept. Some AI programs are

based on strong mathematical models, some employ algorithmic

methods, and some do not require significant knowledge

bases. On the other hand, there are programs which exhibit

all of these characteristics and yet cannot be said to be
intelligent.

SECTION II

Basic research in artificial intelligence is

concentrated in a number of areas. Expert systems, computer

vision, robotics, and knowledge representation are just a

few. A complete survey is beyond the scope of this paper.

Instead, several topics with potentially useful applications

in scientific research have been chosen for discussion. A

description of each topic will be given, along with a

summary of some interesting applications.

Expert Systems

The current high level of interest in artificial

intelligence can be traced in large part to the commerical
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success of expert systems. For almost the first time AI has
emerged from the research laboratory with a product that is
capable of solving real world problems. Expert systems
perform tasks that would normally require the knowledge,
experience, and intutition of an expert, they can be
distinguished from ordinary programs which embody _xp_Lhise

in several ways. One of the main differences is that the

program is structured in a non-traditional manner.

An expert system consists of a working memory, a

knowledge base, and a procedural portion (frequently

referred to as an "inference engine"). The working memory

is similar to the data section of a traditional program. It

contains facts specific to a particular instance of the

problem. The knowledge base is a collection of domain facts

and heuristics, frequently expressed as "rules", or

situation-action pairs. The inference engine determines

when and how the rules are to be executed, or "fired". The

virtues of this organization are two-fold. Separation of

domain knowledge from methods of applying that knowledge

allows the same inference engine to be used for multiple

tasks. This is the basis of the expert system "shell"

concept. Furthermore, since the knowledge base is a loosely

structured collection of rules, with control information

restricted to the inference engine, it can be developed

incrementally and thus can grow as knowledge in a given

field grows and is distilled into expertise.

What types of problems are candidates for expert system

solution? In general, where simple algorithmic approaches

exist, they should be used. The exception to this lies in

cases where algorithms generate so many potential solutions

that exhaustive search is unacceptably expensive.

Additionally, there must be a domain exper t who is able to

contribute his know-how to the project. The knowledge an

expert brings to an expert system can be broken down into

three levels: declarative knowledge, readymade or

experiential knowledge, and meta-knowledge [Hong, 86].

Declarative knowledge consists of domain concepts and

their interrelationships. In theory, this type of knowledge

should enable the expert system to perform "deep reasoning",

or reasoning from first principles. In practice, few expert

systems are capable of such deep reasoning, although this is

a problem of continuing research interest. The difficulty

lies in the lack of adequate system models and the expense

of deriving solutions in this manner.

Experts do not usually employ deep reasoining to solve

problems. Rather they rely on ready-made, or empirical,

knowledge to rapidly arrive at solutions, drawing analogies

from past experiences and recalling shortcuts. Reasoning
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from first principles is reserved for new situations.
state-of-the-art expert systems employ this kind of
"shallow" reasoning.

Most

Meta-knowledge, or knowledge about knowledge, is the
essence of expertise. In expert systems, this amounts to
knowing when and how to apply the specific rules. The
ability to recognize in a current situation analogies to
past situations, to know when certain shortcuts can be
fruitfully applied, is vital to effective problem solving.

Current applications of expert system technology span a
broad spectrum. Some of the best known are discussed
briefly.

Mycin, a medical diagnostic system, is able to diagnose
and treat infectious blood diseases [Buchanan and
Shortliffe, 84].

R1 (recently renamed XCON) is used by Digital Equipment
to configure VAX computer components [McDermott, 81].

DENDRALdetermines the molecular structure of an unknown
molecule based on its mass spectrographic analysis [Barr
and Feigenbaum_ 82]_

Because it is an example of how expert system
technology can be used to assist research scientists, we
will examine DENDRALin more detail. The problem statement
is as follows: Given the spectroscopic analysis of an
unknown molecule with known constituent atoms, determine its
molecule with known constituent atoms, determine its
molecular structure. A known algorithm (DENDRAL) exists
which will ennumberate all possible acyclic structures,
given the constituent atoms. Heuristic DENDRALuses
additional data frc_ the mass spectrographic analysis to
derive a set of constraints, which are inferred from
heuristic rules provided by expert chemists. Following
this, the DENDRALalgorithm is used to generate only those
structures which satisfy the constraints, greatly reducing
the amount of computation required. Finally, the structures
thus generated are tested by being run through a simulated
mass spectrometer. By comparing the simulated spectra to
the actual data, the most likely structure can be
determined.

The DENDRALproject is an ongoing research effort.
Over the years it has evolved into a more general system
than the original version. One improvement, Meta-DENDRAL,
added a learning element which allowed the program to
"learn" new rules describing the operation of the mass
spectrometer [Cohen and Feigenbaum, 82].
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Intelligent Tutorin@ Systems

Computer-aided instruction (CAI) is not new. In its

earliest form it provided little more than an electronic

textbook accompanied by a set of problems which were used to

drill the student. Intelligent tutoring systems (ITS) are

designed to surpass this model and furnish the same kind o£
individualized instruction that would be expected from an

experienced human tutor.

A complete ITS has three components: the expert, the

tutor or coach, and the student modeler. Because of the

complexity of the issues involved, most current research

focuses on one or two of these elements.

The expert contains the knowledge base of the system.

It should be capable of generating problems that are

tailored to the strengths and weaknesses of the individual,

and, ideally, should be able to solve problems that the

student poses. Whenever possible, it should have the

ability to offer explanations for its actions.

The student modeler analyzes responses to discover

weaknesses in the student's understanding. Overlay models

express his knowledge as a subset of the expert's

knowledge. By comparing the learner's solution to one

generated by the expert, gaps in his mastery of the subject
matter can be identified and corrected. Other techniques

attempt to represent the student as a collection of "bugs",

or misconceptions, while still others try to measure his

ability by determining his location in a graph or

heirarchical network of skills.

The tutor controls communication with the student. It

points out errors and misconceptions, poser problems to be

solved, and offers factual information where it is needed.

In an ideal situation, the tutor will not only recognize

that the student has made an error, but will understand why

that error was made. It can thus guide the student through

the problem solving process in such a way that he will

recognize his own mistakes.

Intelligent tutoring systems have been implemented on a

variety of domains.

WHY [Stevens, et al., 82] uses the Socratic dialog

technique to help students understand the causal

relations which produce heavy rainfall in certain

cl ima te s.
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GUIDON [Clancey 79, 82] instructs medical students in
the diagnosis and treatment of infectious blood
diseases. It uses Mycin, an expert system, as its
expert component. Mycin has been augmented by
additional information to allow the tutor to answer
questions and provide explanation.

SOPHIE [Brown, et al. 82] uses an internal simulator to
tutor troubleshooting techniques for electronic
devices. It allows students to experiment with the
device actively, by modifying the simulation.

LEVI [Matthews and Biswas, 85] acts more like an
intelligent assistant than a tutor. It monitors users
of a computer screen editor running under the UNIX

operating system. Using knowledge it has collected

about the user's level of expertise, LEVI makes

suggestions which are designed to enable him to utilize

the system more effectively.

The ITS concept offers great promise. Technology has

increased, rather than decreased, the need for skilled

personnel. Computer based training programs can play an

important role in providing this personnel. Computers can

function as coaches, assistants, or lab instructors. Many

problems remain to be solved, however. Psychologists and AI

researchers must collaborate to determine effective tutoring

strategies. Domain independent theories of student modeling

need to be derived. One of the severest limitations on

current systems is the lack of good natural language

processing techniques. Open communication between student

and teacher rely on menu-driven communication or on simple

command languages based on natural language. This

limitation restricts the student's ability to pose new and

unexpected questions and to engage in discovery learning.

Learning

Learning is one of the chief earmarks of

intelligence. Without it, a system is purely mechanistic.

When confronted with a set of circumstances it will always

respond in the same way, no matter how poorly this response

has worked in the past. It will never have a new idea, or

modify its view of the world. Traditional computer programs
fall into this model.

A major thrust of AI research has been to build into

computers the learning abilities that we take for granted in

a human being. To date, the results of this effort have

been mixed, but promising techniques and innovative

approaches hold out hope for the future.
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Many different kinds of cognitive activity can be
classified as learning. Rote memorization, acquiring and
improving skills, and learning from examples are all facets
of the broad topic and have been investigated at one time or
another by researchers in artificial intelligence. Learning
can be directed toward improving performance in a particular

task, or it can have as its objective the general

acquisition of knowledge and the integration of this

knowledge into a coherent domain model. AI research has

emphasized learning to improve performance although recently

some interesting work has been done in the latter area.

Learning is a very complicated process, not fully

understood even by psychologists. Early researchers in

artificial intelligence hoped to be able to discover some

general purpose learning mechanism. A computer provided

with this mechanism could then "learn", instead of being

programmed, much like a human baby learns through

interaction with its environment. Unfortunately, attempts

to model the human brain and its learning processes were

largely unsuccessful. One of the most significant results

to come out of this early work was the realization that

learning does not occur in a vacuum. To learn complex

concepts, a system must already possess a large body of

related knowledge. Learning involves modifying both the

structure and content of this knowledge base. Efficient

knowledge representation techniques, therefore, are as

important to this area of research as they are to expert

systems.

To date, AI researchers have concentrated on

observational, or inductive, learning. By repeatedly

observing events in its environment the program is able to

infer general principles and thus acquire new knowledge.

The events may even be attempts by the program itself to

perform some task, in which case it is able to modify its

own performance.

Learning experiments are usually conducted in tightly

controlled environments, for reasons that will be pointed

out later. The program is supplied with a set of basic

definitions and relations. Then it is repeatedly presented

with examples and non-examples of the concept to be

learned. Gradually it derives a set of distinguishing

features that are necessary and sufficient to define the

concept. The program is successful when it is able to use

its own concept definitions to classify examples correctly.

For simplicity, most programs of this kind focus on

learning one concept at a time. Winston's well-known and

influential research on the learning of structural concepts

is a good example. His program operated in a world of three
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dimensional blocks, where it learned to recognize structures
such as arches. The techniques developed during this
research have become the basis for much of the later work in
learning theory.

Many tasks, of course, require knowledge of a set of
concepts. Here the situation becomes more complicated, as
the learning element must build definitions that are able to
discriminate reliably among the various concepts.

All concepts learning programs must cope with certain
inherent difficulties. Chief among these is the choice of
the examples (sometimes called the "training set") which
will be provided to it. It is important that the training
set contain enough positive instances to describe every
necessary feature. Negative instances are also vital to
delimit the boundaries of the concept. If a program is
trying to learn to recognize "red rectangle" it is not
enough to present it with red rectangles of varying
dimensions. It must have, for example, a red triangle and a
blue square as negative instances in order for it to be sure
that both color and shape are essential to the concept. In
a limited domain with instances chosen and classified by an
external teacher, this is not an insurmountable problem. As
the learning environment expands, or in the absence of a
trainer, difficulties become apparent.

The situation-identification problem is an illustration
of these difficulties [Charniak and McDermott, 85]. In
extracting the pertinent features of a concept definition
the computer must be able to determine what is relevant and
what can be safely ignored. In Winston's arch learning
program, for example relevant features include number of
constituent parts (three), and relative position of the
parts (two non-touching supports, one crosspiece). Negative
training instances can be used to show that the size and
color of the blocks are not essential to the concept. If,
however, all of the known examples of arches are embedded in
larger scenes, the program must somehow know that it can
ignore large portions of the data entirely. If it does not
have the ability to discriminate between essential and
irrelevant factors, it can become forever bogged down in
senseless detail.

Ambiguities in the training set can also be caused by
errors in interpretation. For example, if instances are
presented visually, they must be transformed into some
internal representation that the computer can understand.
This transformation process is sometimes quite difficult,
and if not performed correctly may produce data that is
noisy and unreliable.
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Finally, we must consider how to handle situations
where there is no trainer to select training instances. In
this identifying case, the program must have a body of
heuristics to aid it in identifying appropriate examples.
It must be provided with feedback to allow it to check its
results. It may be forced to settle for less than complete
certainty in its results.

Rule learning programs are in some respects quite
similar to concept learning programs. The program is
initialized with a set of rules which may be used as
operators in a particular domain. As in expert systems,
rules are usually expressed as situation-action pairs, or
alternatively as hypothesis-conclusion pairs. In the most
general case this rule set may be incomplete and it may
contain incorrect rules. The job of the program is to learn
how to perform certain tasks in the given domain. This is
accomplished by applying the rules according to some pattern
and observing the results. In situations where the rule set
is complete, the program must learn which rules to use for a
given task and the order in which they should be applied.
The general case may also require that rules be added to the
set or that existing rules have their hypotheses modified to
quarantee their correct application.

Rule learning programs have two parts: the critic and
the modifier [Bundy et al., 85]. The critic has the
responslblllty of determining when a _u±_ ,,_ LXL_u
incorrectly. In complex tasks, where the interaction
between rules is not fully understood, this can be quite
difficult. Knowing that a program has produced erroneous
results is not the same as being able to identify the source
of the error. AI scientists call this the credit assignment
problem, and it has been the subject of a great deal of
research. Once the error has been isolated, it is still
not always clear what changes must be made to produce
correct results. Possible corrections include modifying the
order in which the rules fire, adding additional conditions
to a rule's hypothesis to limit its applicability, and
adding new rules to the set.

To date, computer learning techniques have not found
widespread real world application. Some of the reasons for
this are: problem domains, of necessity, must be relatively
narrow and well defined; knowledge representation techniques
lack the flexibility some tasks require; methods of
"remembering" and applying previously acquired knowledge are
still limited. Nevertheless, research has progressed to the
point where promising results can be expected in the near
future.
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Of all the single-concept learning programs Winston's
Block World is probably the best known. Another interesting
example is Langley's BACON, a set of programs which learned
rules relating real-valued variables [Langley, 79]. When
given empirical data and some information regarding the
dependencey relations between variables, BACONwas able to
learn (or "discover") a number of fundamental scientific
principals; e.g. Ohm's law and Kepler's law. BACONwas
limited in its ability to deal with symbolic concepts,
however, and was extremely sensitive to noisy data and to
the order in which the training instances were presented.

Multiple-concept learning is exemplified by Meta-
DENDRAL. This is also an example of a learning program
which has been successful in application, as well as in
learning theory research. Recall that heuristic DENDRAL
relies on a mass-spectrometer simulator to test proposed
molecular structures. The simulator uses a set of cleavage
rules to predict which chemical bonds in the structure will
be broken, thus producing a simulated mass spectrum.
Different structural families of molecules exhibit different
cleavage rules.

Meta-DENDRAL is given a set of known molecules from a
single structural family, their structures, and their mass
spectra. From this data it can infer the cleavage rules for
this specific structural family. Using heuristics supplied

by chemists and some theoretical knowledge of how mass

specrometers work, the program generates a set of hypotheses

which are tested against the training set. Repeated

applications of this process produce an approximate set of
rules which are then further refined.

Research in rule-learning is still in the early

stages. Most of the programs in this category are

relatively limited in scope. LEX learns to perform symbolic

integration [Mitchell, 77]. Its rules consist of a set of

integration and simplification operators; its goal is to

develop heuristics that will guide it in the application of

the rules to actual problems. One of the distinguishing

features of LEX is its ability to propose experiments (in

the form of problems to be solved) that will help it refine

its procedures.

Most of the inductive learning projects described

suffer from certain inherent limitations. They are task-

oriented, in that they have been told what they are supposed

to learn. They depend upon external sources to _rovide the

data which guides the learning process. They are not well
equipped to generate new ideas.
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Imagine instead a program which is able to exercise
creative control over its own operation, a program whose
purpose is to explore a new domain of knowledge guided only
by its own evaluation of what is interesting. A learning
program of this kind should be able to hypothesize new

AM/EURISKO project [Lenat, 83a, 83b] is an exciting and
innovative attempt to construct a computer program according
to this model.

AM, the first program in Lenat's project, explored the
use of heuristics to guide empirical theory formation in a
variety of domains. EURISKOextended the work done by AM to
include the generation of new heuristics. Both programs
were designed to investigate inductive reasoning in the
proces of _ientific-_ __..•h Lenat based.........his wnrk on what
he calls the accretion model of theory formation. Briefly
stated, the model is as follows:

le For each domain which will be considered, provide

the program with an initial set of definitions,

operations, and rules•

5 Gather empirical data: examples of rules and

definitions, applications of operators, etc.

3. Look for patterns and exceptions in the data.

. Modify existing hypotheses and form new ones to

explain these patterns.

• Propose and conduct experiments to test the

hypotheses.

• Using the results of these experiments, begin again

at step I.

At every step in this process the choice of what to do next

is guided by an internal evaluation of "interestingness".
This evaluation is heuristically derived. Heuristics are

also used to guide theory formation and experiment

planning. Periodically, it may become necessary to

synthesize new heuristics.

Lenat set his program to work in a number of domains.

Some were already well understood by scientists (e.g. set

theory and number theory), while others were relatively new

and unexplored (e.g. three-dimensional VLSI circuit design

and naval fleet design as applied to the Traveller Trillion

Credit Squadron war game). In every case AM/EURISKO was

able to make interesting discoveries, although in the case

of set and number theory these discoveries were in general
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not new. EURISKO designed fleets that were never defeated
in the simulated TCS war game. Its work in VLSI design
produced plans for many new devices, including one which
simultaneously computes NAND and OR in a very simple
manner. Its mathematical discoveries included DeMorgan's
law, Goldback's conjecture, the fundamental theory of
arithmetic, and the concept of prime numbers.

Theories or conjectures in AM/EURISKO are never proved
in the strict mathematical sense of the word. Instead, they
are validated empirically. As confirming evidence is
accumulated, a hypothesis becomes more and more interesting
and thus subject to further investigation and refinement.
If, instead, disconfirming evidence is discovered, the
hypothesis loses interest and is set aside. This reliance
on empirical data makes it necessary that the program be
able to devise and conduct experiments. Lenat limited his
domains to those which could be modeled or simulated
internally. To apply EURISKO-Iike techniques to other areas
of science it would be necessary to establish communication
links to the outside world, whereby experiments could be
proposed and results provided to the program.
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CONCLUSIONS AND RECOMMENDATIONS

Artificial intelligence shows great promise as a way of

augmenting traditional computational approaches and as an

important tool in problem areas which have so far been

intractable to computer solution. Computer scientists must

work with scientists in other fields to identify problem

areas that can benefit from AI research. The debate as to

whether computers can be made to think and act intelligently

will continue. This debate is important, for it forces

researchers to consider fundamental questions. At the same

time, practitioners of AI must not lose sight of the

immediate objective, which is to devleop processes and

techniques that work.

The DENDRAL project shows that expert systems

technology can be successfully applied to research

problems. Several conditions must be met for a problem to

be a good candidate for expert system solution. First,

there must be no simple algorithmic solution available.

Second, there must be an expert who is willing to contribute

his time and expertise to the project. Finally, it should

be emphasized that the development of an expert system can

be a slow and incremental process. It is appropriate in

situations where the pay-off is commensurate with the effort

involved.

Future research in expert systems will concentrate on

new and better ways of capturing expertise. Improvements in

the ability to reason from first principles will allow these

systems to solve problems that have not been anticipated

during the design phase. This will help alleviate some of

the current concern over reliability and verification.

Further advancements in learning theory will permit the

development and use of expert systems even in fields which

are not well understood. Lenat felt that the AM/EURISKO

project would contribute important techniques to this end.

The use of expert systems in conjunction with

intelligent tutoring systems is a promising area of

research. One of the arguments offered by critics of AI

techniques is that excessive reliance on computer-generated

solutions may lead to a decrease in human expertise. This

possibility could be lessened by using expert systems as

both tutors and problem solvers.
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Lenat's work in computerized theory formation also
offers interesting possibilities. While it is unlikely that
computers, unaided, will make important scientific
discoveries in the near future, the computer as an
intelligent assistant is not an unrealistic goal. Existing
technology has already proven its virtues as a fast,
reliable calculator. Coupled with intelligent decision
making and problem solving techiques, this power can be
invaluable.

The ability to analyze large quantities of experimental
data intelligently, noting patterns, and suggesting theories
to account for them is characteristic of scientific
research. A properly trained computer should be able to
take advantage of its superior speed and reliability to
perform much of the preliminary analysis in this process.
Intelligent computers could also be taught to monitor and
control experiments within certain limitations. Further
developments in some AI fields not specifically covered in
this study will also enhance the usefulness of the computer
as an intelligent assistant. Chief among these is the area
of natural language processing. The ability to communicate
easily and directly with a machine will make it much more

_LI_ L_ LL ......... ,

__u_ L_ u1._ uumpuc_r-naive user.

The development of intelligent assistants to research

scientists must be considered to be a long term and

evolutionary process. The knowledge base and the heuristics

needed for such an undertaking can only be acquired through

experience. Limiting initial work to a narrow domain will

allow careful testing of techniques so that eveltual

expansion of the system will proceed from a firm foundation.
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ABSTRACT

Computational predictions of turbulent flow in sharply curved 180

degree turn around ducts are presented. The _N_zu compute_ code

developed at Marshall Space Flight Center is used to solve the

equations of motion for two-dimensional incompressible flows

transformed to a nonorthogona_, body-fitted coordinate system. This

procedure incorporates the pressure velocity correction algorithm

SIMPLE-C to iteratively solve a discreti -^A_ _,._.... _ _ _ansformed_

equations. A multiple scale turbulence model based on simplified

spectral partitioning is employed to obtain closure. Flow field

predictions utilizing the multiple scale model are compared to

features predicted by the traditional single scale k-e model. Tuning

parameter sensitivities of the multiple scale model applied to turn

around duct flows are also determined.

In addition, a wall function approach based on a wall law

suitable for incompressible turbulent boundary layers under strong

adverse pressure gradients is tested. Turn around duct flow

characteristics utilizing this modified wall law are presented and

compared to results based on a standard wall treatment.
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NOMENCLATURE

SYMBOL

C 1

C 2

CpI

Cp2

Ctl

Ct2

C u

D

k

kp

k t

K 1

K 2

Pe

Pr

R c

t

u

u +

uiuj

DIFINITION

production constant in ss k-e turbulence model

(=1.44, see equation (5) )

dissipation rate constant in ss k-e turbulence model

(=1.92, see equation (5) )

production constant in e transport relation

(=1.6, see equation (9)

dissipation rate constant in ep transport equation
(see equation (9) )

spectral transport constant in E t transport equation
(=1.15, see equation (i0) )

dissipation rate constant in e t transport equation
(see equation (i0) )

diffusivity constant in two-equation models

(=0.09, see equation (3) )
duct width

turbulent kinetic energy

large eddy turbulent kinetic energy

(see Figure 2)

intermediate spectral range turbulent kinetic energy

(see Figure 2)

large eddy upper wave number limit

(see Figure 2)

dissipative range lower wave number limit

(see Figure 2)

inlet plane pressure

turbulent energy production term

(see equation (6) )

TAD centerline radius of curvature

time

x-directed velocity component, or

TAD longitudinal velocity component

dimensionless universal velocity

Reynolds stress component
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SYMBOL

U

U

V

V

X

y

y+

DEFINITION

time average longitudinal velocity

duct average longitudinal velocity

y directed velocity component, or

TAD spanwise velocity component

friction velocity

Cartesian coordinate direction

Cartesian coordinate direction

dimensionless y (=yv*/u)

E

Ep

n

8

U

l-_ff

P

%t

°5,

turbulent kinetic energy dissipation rate

large eddy dissipation in the cascade

intermediate range eddy dissipation in the cascade

spanwise coordinate in BFC transformed system

angle measured from TAD inlet plane

absolute viscosity

effective total viscosity (=p+p t)

effective turbulent viscosity in Boussinesq

approximation

kinematic viscosity

kinematic turbulent viscosity

longitudinal coordinate in BFC transformed system

density

large eddy turbulent kinetic energy Prandtl number

intermediate range eddy kinetic energy Prandtl

number

large eddy dissipation rate Prandtl number
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SYMBOL DEFINITION

intermediate range eddy dissipation rate Prandtl
number

stream function

Re

CFD

BFC

SIP

SSME

TDMA

ms k-e

ss k-e

mwf

*

Reynolds number

computational fluid dynamics

body-fitted coordinates

Stone's implicit procedure

space shuttle main engine

tridiagonal matrix solver

multiple-scale k-e model

conventional single-scale k-e model

pressure modified wall function

superscript denoting dimensionless quantity
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I
INTRODUCTION

The limitations of current "state of the art" turbulence models

are quickly realized when applied in conjunction with computational

fluid dynamic (CFD) analysis of typical turbomachine flow

configurations. The tortuous nature of the flow path as well as the

occurrence of complex phase and composition changes present obstacles

that preclude totally satisfactory modeling.

Much attention has been directed toward turbulence model

improvements based upon the incorporation of additional pressure

strain effects and/or wall contributions in streamfields with

significant curvature [1-9]. Due to the computational complexity of

CFD analyses applied to typical turbomachine configurations, and to

the inherent limitations of the popular k-c model upon which most

curvature modified constitutive relations are based, there is no

general consensus on the desirability of any specific curvature
modified model.

Several numerical methods utilizing body-fitted coordinates have

been developed which are suitable for solving the incompressible

N_vier-Stokes equations _n complex passageways [10-14]. Each method

employs a specific strategy for determining the pressure field such

_.._ _ne _low field is divergence free. Although there are many

heuristics associated with these CFD techniques, it is apparent that

sufficiently robust computational strategies are now available for

analysis of complex, curvature-dominated flow regimes. It is,

therefore, obvious that accuracy of turbulent flow prediction depends

largely on the quality of the turbulence model.

Recently, several turbulence models have been developed [15-18]

which address the most serious drawback of two-equation closure

models, namely, the characterization of the w_Dle spectrum of

turbulent motion by a single set of scales. This simplification

inherently assumes equilibrium spectral energy transfer and can be

appropriately applied only to cases where the mean flow evolves

slowly. This type of flow condition almost never exists in typical

turbomachine applications. The modest successes of two-equation

models in predicting complex curvature dominated flows is more a

testimony to the perseverance of researchers in this arena and the

demand driven development of computational heuristics to accomodate

experimental observation than to any inherent physical applicability.
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The so-called "multiple-scale" turbulence models feature a two
regime partition of the energy spectrum. The turbulence properties
associated with large scale energetic vortices are related to mean
velocity gradients while the turbulence dissipation occurring
primarily in small scale eddies is related to energy transfer by its
own action rather than to the overall kinetic energy.

In section III df this report, a brief outline of a specific

multiple-scale model developed in reference [18] is presented. This

turbulence model, as implemented in the SIMPLE-C based computer code

[14] developed at Marshall Space Flight Center, was applied to analyze

high rate turbulent flows in the two-dimensional turn around duct

(TAD) configuration described in Figure I. The sharply curved section

of this geometry is characteristic of the space shuttle main engine

(SSME) fuel side turbopump TAD. In addition, this configuration is

reasonably representative of general, curvature dominated, internal

flows and as such provides a meaningful test case for measuring the

predictive capability of the specific multiple-scale turbulence model

employed.

Computationally derived TAD flow predictions generated using the

CNS2D implementation of the twin scale turbulence model are compared

to results obtained using the standard k-e model and to results

obtained using a curvature modified wall function [9] in conjunction

with the traditional k-e model in section IV. In all analyses, the

widely used wall function approach is used for the treatment of near

wall boundary conditions [19,20] in order to achieve computational

efficiency.
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II
OBJECTIVES

The general objectives of this investigation are threefold.

Contributions to the data base of computational results involving

curvature dominated flows are to be provided. Secondly, comparisons

of computationally derived results utilizing several turbulence model

modifications are to be cataloged in order to test the sensitivity of

flow prediction to turbulence model. Finally, a tentative evaluation

of parent CFD code reliability and robustness is sought by

quantitative comparison with experimental results and by qualitative

comparison with previous computational results and extrapolated

experimentation.

The specific objectives of this study are listed below.

i) To provide computational predictions of TAD flow field

characteristics at high flow rates utilizing the CNS2D computer code.

multiple-scale turbulence model within the CNS2D computer

implementation.

3) To study the effects of a modified wall function treatment on

TAD flow predictions at very large flow rates.

4) To compare the phenomenological characterist cs of TAD flows

provided by the multiple-scale turbulence model with the predictions

of traditional two-equation models.

5) To estimate tuning parameter sensitivity of the specific

multiple-scale turbulence model employed.
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III

BACKGROUND

The CNS2D computer code was developed by Y. S. Chen at NASA's

Marshall Space Flight Center. It provides a numerical procedure for

solving the discretized equations of motion for two-dimensional flows

utilizing nonorthogonal body-fitted coordinate (BFC) systems. The

equations of motion are transformed to a curvilinear coordinate system

appropriate to the geometric configuration under analysis. For

complex geometries, individual cells defined by the spatial grid

discretization of the problem are locally transformed into regular 0-1

square volumes in (_,_) space by means of a bilinear transformation.

For incompressible Newtonian fluids, the motion governing equations in

Cartesian coordinates can be written as

where

Ex + Fy = S (i)

E F = LtV -/_ tl

CO -_

.,..... _6[
In the (_,q) transform domain these equations become

E_ x + Erlrl x + F_y + FqQy = S(_,q). (2)

The metrics _x' q-' _ "' and n are computed numerically using second
order central differencing. Y

For turbulent flow calculations, the molecular viscosity in

these equations is replaced by an effective viscosity Ueff = H + H

where t is an effective turbulent viscosity introduced via t_e

Boussinesq approximation. The turbulent viscosity must be supplied by

appealing to an appropriate turbulence model. In the popular k-e

model, H t is related to the turbulent kinetic energy, k, and its

dissipation rate, e, by the expression [19]

H t =pCHk2/e . (3)

where k and e must themselves satisfy differential transport equations

XXXVII-5



of the form

(PUik - _effkx./°k)x. = P(Pr - _ ) (4)
1 1

(pU i - Ueffex /Oe)x. = P(ClP r - C2e)e/k
1 1

(5)

In the above equation the kinetic energy production term is given by

the relation

Pr = C_ (k2/e) [(Uy+Vx)2 + 2(Ux2+Vy2)] (6)

and the model constants are generally accepted to be approximately

C u = 0.09 o k = 1.00 oe = 1.30

C 1 = 1.44 C 2 = 1.92

based on experimentation.

Solution of the (_,q) transformed version of equations (1),(4),

and (5), in discretized form, is obtained iterativeiy by using the

pressure velocity correction algorithm, SIMPLE-C [21]. Second order

upwinding is used to approximate the convective terms. A grid

staggering scheme, described in detail in reference [14], is employed

to remove the difficulty in solving the Poisson pressure correction

equation which couples the pressure and velocity fields. The sys.:em

of algebraic equations arising from the discretization process is

solved using a combination of the tridiagonal matrix solver (TDMA)

[22] and Stone's implicit procedure (SIP) [23]. The wall boundary

approach is used for the treatment of near wall boundary conditions.

If the inherent computational limitations of the well tested

SIMPLE based algorithmic approach are accepted as a necessary price

for meaningful approximation of complex fluid flows, then improvements

in predictive capability must come either from improved turbulence

models or from modified wall boundary treatments. In the context of

two-equation turbulence closure models, a single time scale is used to

characterize all turbulent motions. Because turbulence comprises

fluctuating motions with a spectrum of sizes and time scales, it is

obvious that mathematical models providing a single time scale are

fundamentally limited. Therefore, the motivation for multiple-scale

modeling is readily apparent.

The theoretical basis for the multiple-scale _cdel employed _i

this study is described in detail by Hanjalic et al. [16]. A ty_ica_
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energy spectrum for shear flow at high Reynolds numbers is displayed

in Figure 2. The quantities K 1 and K 2 in this figure denote
respectively the wave number above which no significant mean strain

production occurs and the largest wave number at which the viscous

dissipation of turbulence energy is unimportant. Energy leaves the

;_production'" reglu,, (K< K I) .... - nd en *=_= _h_ "a_=q4pa_ion"
region (K_ K2)at a rate £. regions is an intermediate

range of wave numbers in the so-called "transfer" region with a

representative spectral energy transfer rate e t.

Although the description provided by Figure 2 is simplistic, it

does provide for zonal shape changes in the energy spectrum whereas

traditional single-scale models inherently assume spectral equilibrium

with ¢_ = e t = e. Recognizing that sharply curved internal flows are
susce_ible to significant recirculation with a high degree of

spectral nonequilibrium, the potential for turbulence model

improvement using a multiple-scale concept is apparent.

In order to utilize the multiple-scale concept in a manner

analagous to the two-equation model approach, it is necessary to

develop transport equations for k_, k_, e_, and e t. It is assumed
that spectral equilibrium exists _etweenFthe transfer region and

dissipative region, i.e. e = Et"

For practical applications the gradient formulation suggested by

Launder and Spalding [19] was employed by Chen [18]. The model

transport equations are thus given by the relations

(8)

(9)

XXXYlI-7



>.

m

(n
z
uJ
a

.J

.<
n-
I.-

uJ
Q.
(/)

>.

ILl
Z
ILl

kp

K 1

£

K

I
WAVE NUMBER K

Figure 2. Energy Spectrum for multiple scale k-c model.

See reference [16].
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!

(I0)

In equations (7) through (i0), the first term on the right hand

side obviously represents the flux of the respective turbulence

property by diffusion. Pr is the rate of production of kinetic energy

by mean velocity gradients (see equation (6) ), t_ is the energy
transfer rate from the large scale disturbances smaller scale

eddies in the. cascade, and.et, is .the flux of energy through the

i _ ree_mn _1f_ _'i _reg2c°°annlseX (nm9i_: _h_ e(i!iSe_ri sp_i! :_i ri iigr_'cYa _Tehha_-etw_l_e% s_a i_; _;/eep

Development of the model coefficients appearing in equations (7)

through (I0) is detailed in reference [18]. These are given below.

O k = Uk = 1
p t

_e = o_t 1.22
P

CpI = 1.6 Cp2 = 1.8 - 0.3 [i-kt/kp]/[l+kt/k p]

C. _ = I_I_ C_ = 1;8 ___/e_
-r.£ Lz t. _,

The value of C_ I, dependent upon the ratio kt/k o, is especially
important for i_ Is here that cross-talk between intermediate range

disturbances and the large scale eddies is introduced. If CPu2Werewd-I
chosen to be a constant, the transport equation for e d be

largely independent of the intermediate scale motions sinc_neither e t

nor k t would explicitly appear. The form of C 2 given above was
chosen by Hanjalic et al. [16] and modified by C_n [18] in order to

best agree with a variety of test flow data. In the context of the

gradient diffusion Boussinesg type approximation, the suggested form

of the eddy viscosity is expressed as [18]

U t = C_ (kp + k t) kp/ep (11)
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where kp/ep is used in place of k/e as the appropriate time scale.

It should be noted that additional production terms due to extra

strain rate appear in the Dh-_iui/Dt term of the Reynolds stress

transport equations when body-fitted coordinates are employed in the

analysis of curved shear flows [5,27]. These terms cannot be

neglected and traditionally are included in the energy production rate

term. In the (_,D) transformation domain, the rate of kinetic energy

production would then be represented by the transformed version of

equation (6) plus production terms due to extra strain which properly

arise in the expression for Dk/Dt. This heuristic production increase

is not included in the CNS2D computer code. The formal transformation

represented by equation (2) is rigorously applied to all transport
relations. The effect of the absence of these so-called extra strain

production terms on the computational results that follow cannot be

assessed without further investigation.

The multiple-scale turbulence model provides a particularly

simple method for potential improvement in the computational

prediction of turbulent flows by incorporating a degree of spectral

information. However, improper application of conventional wall

functions to turbulent boundary layers under adverse pressure

gradients contributes to the discrepancies observed between

computational predictions and experimental measurements. Despite

this, the logarithmic law velocity profile remains the conventional

method of providing boundary conditions for the governing transport

equations of turbulent motion. The inadequacy of this profile

assumption for increasingly large adverse pressure gradients _os

graphically depicted in Figure 3. In the context of a wall function

approach it is necessary to utilize a wall law more reflective of the

profile characteristics exhibited in Figure 3 in order to successfully

predict the flow field properties occurring in typical tu_¢bon_cbine

applications.

Several such modified wall treatments have been proposed

[8,9,24,25]. Recently Nakayama and Kato [8] derived a wall law,

including the effects of adverse pressure gradients, from a one-

dimensional analysis of the turbulent kinetic energy equation with

gradient diffusion employed to m_del the near wall shear stress

variation. This approach was modified by Chen [9] and incorporated as

an option in the CNS2D computer code. Details of this procedure are

quite complex and the reader is referred to references [8,9] for a

complete development.

In section IV of this report, TAD flow predictions are examined

using a traditional k-e turbulence model with a conventional wali

treatment developed by Chen [9]. Comparisons with results of T_J

analysis using the multiple-scale turbulence model are presented _ad

phenomenological differences in prediction are displayed.
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Figure 3. Turbulent boundary layer profiles for various

pressure gradients using inner law variables.

See e.g. reference [28].
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IV

RESULTS

A total of ten CFD analyses of TAD flows within the duct

configuration depicted in Figure 1 were performed using the CNS2D

computer code. Three different grid discretizations were employed. A

coarse 61x21 mesh was initially specified in order to determine

starting estimates of the flow field characteristics. Near turn detail

of this mesh configuration is displayed in Figure 5. Longitudinal

refinement of this discretization was introduced using a 91x21 mesh,

also displayed in Figure 5. Additional cross-stream detail was

achieved using a 91x41 mesh. It was found that flow field

characteristics determined using the refined meshes at significantly

higher computational overhead differed only slightly (±3%) from

results obtained using the coarse 61x21 discretization. Therefore,

flow field properties presented in the balance of this report were

obtained from computations based on the 61x21 mesh configuration.

Of the ten CFD analyses performed, seven were conducted to test

the sensitivity of the turbulence mo_e!s to variation in model tuning

parameters (turbulence model constants). Results of these sensitivity

analyses are presented at the end of this section. The remaining

three analyses were conducted using specific turbulence model options

available within the CNS2D computer code. A description of these

options is given below.

Option 1 - designated ss k-e, employs a conventional _ ingle scale k-e

turbulence model with the standard logarithmic law used in

the wall function treatment

Option 2 - designated mwf, employs a conventional single scale k-e

turbulence model with a pressure modified wall law used in
the wall function treatment

Option 3 - designated ms k-e, employs the multiple scale k-e

turbulence model described in the previous section together

with the standard logarithmic law wall function treatment

The results presented in this report were obtained using the CNS2D

computer code implementation of these three turbulence model/wall

function options applied to the TAD configuration displayed in

Figure i.

In all analyses, the working fluid was assumed incompre=_ib.e

and the molecular viscosity assumed constant. A fixed Reynolds number
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value of 10 6 based on the duct width D, was specified This8

particular value of the duct Reynolds number was selected in order to

provide computational results for comparison with TAD experimentation

in nrnaress at Colorado State University (reference NASA contract

number _NAS8-3%354). The target Reynolds number of this experimental
program is 10 . Unfortunately, as of this writing, results at this

value of the duct Reynolds number were unavailable.

The experimental water flow facility at Colorado State consists

of a TAD with a cross section aspect ratio of 10 and with a turn

centerline radius to duct width ratio, Rc/D, equal to i. The

apparatus cross section is very similar to the computational

configuration displayed in Figure i. A more detailed schematic sketch

of this test facility is presented in reference [26].

A fully developed turbulent duct flow inlet velocity profile, as

displayed in Figure 4, was assumed for all CFD analyses. A summary of

the assumed computational boundary conditions is presented below.

ss k-e and mwf analyses

Inlet u see Figure 4

Inlet v 0
Inlet k 2.0 x 10 -3

Inlet CukI'5/0.03

o_i n6

ms k-e analyses

see Figure 4

0

kp=kt=l.0 x 10 -3

ep= /2, ct=e

0

_he inle_ values of k and e in the above table have been normalized by
and _ /D respectively.

Results of the CFD analyses utilizing the various model options

described above are presented in terms of four dependent variable

measures and one independent variable phenomenological measure as

listed below.

i) Normalized stream function contours (_* = _/[._D] )

2) Normalized pressure contours (P = [P-Pe]/[P_z]_)

3) Normalized turbulent kinetic energy contours,(k" -- k/_ 2)

4) Normalized longitudinal velocity profiles (U = U/_

5) Separation zone normalized size.

Predicted stream function contours using the various turbulence

model options are displayed in Figure 6. A most striking

phenomenological difference is exhibited in the complete absence of a

downstream recirculation zone for the ss k-e option in Figure 6a.

Both the multiple-scale model an4 the modified wall function approach

predict sizeable separation regions near the TAD exit plane.
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Separation is observed to occur somewhat over 9 degrees before the

exit plane is reached using a pressure modified wall law as shown in

Figure 6b. Using the multiple-scale model, an even longer

recirculation region is predicted, with flow separation delayed until

just after the TAD exit.

The occurrence of a recirculation region, with the potential for

introducing flow instability and dead zone transport effects, is a

most important phenomenological event to predict. This dissimilarity

in the various model predictions of an important physical phenomena

presents an ideal criterion for evaluation of model capabilities in

strongly curved internal flows. Application of this criterion must of

course await reliable experimental data.

The pressure contours displayed in Figure 7 again highlight

differences in the model predictions. Pressure recovery downstream of

the TAD is predicted to occur much faster using the conventional k-e

model. In all cases, a long pressure recovery region on the order of

seven duct diameters in length in the exit section is predicted.

Maximum and minimum pressures, governed almost exclusively by

centrifugal effects in the turn around section, are virtually

identical for all the models.

highlight the most striking difference between multiple-scale model

predictions and results based on the conventional k-e model. This

difference is not evidenced in the infeed section of the duct. Within

the turn, however, a substantially reduced value of the turbulent

kinetic energy is determined using the multiple-scale model. A much

reduced turbulent diffusivity is thus indicated when compared with the

traditional k-e model predictions. Near the duct exi: plane, this

difference is particularly significant, approaching a full order o_

magnitude reduction in ut"

Predicted values of the turbulent kinetic energy and diffusivity

were generally somewhat less in the TAD section with the pressure

modified wall law than with conventional wall functions as displayed

in Figures 8a and 8b. The anamolous TAD section k contours are

strongly affected by sharp mean field velocity gradients, both

longitudinal and spanwise. Verification of these unusual patterns

must await additional experimental evidence.

Mean longitudinal velocity profiles are presented in Figures 9,

I0, and ii for the TAD entrance, 90 degree line, and exit plane

respectively. Little difference between model predictions is observed

at the turn entrance and 90 degree plane, resembling in each case a

potential flow profile. The multiple-scale model di_. however, ten_

to predict lower mean velocities near the conceve wall compared to :he

other models.
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Figure 6. Stream function contours for TAD analyses. R_-IO 6.
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,_ Sin21e scale k-e model with standard wall function.

b) Single scale k-E model w_th modified wall function.

c) Multiple scale k-E. model with standard wall function.

Figure 7. Normalized pressure contours for TAD analyses, Re=10_
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Figure 8. Normalized turbulent kinetic energy contours for TAD analyses,
Re=106.
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Considerable variation in the mean field velocity profiles at

the exit plane is displayed in Figure ii. The conventional k- model

profile _trongly resembles a fully developed turbulent duct flow

profile at this point, evidencing an extremely fast adjustment to the

approached exit section. It is well known that the k equation in the

standard k-e model exhibits an overly fast response to the mean shear

stress development [9]. This process is symbiotic, effectively

accelerating the mean field adjustment as evidenced in Figure ii. The

profile symmetry exhibited when using the modified wall law with the
k-E model is also a reflection of this tendency for fast mean field

adjustment, with exit plane recirculation causing core profile

overshoot. Only the multiple-scale model results exhibit substantial

profile assymmetry, indicating a retarded mean field response.

Figures 12, 13, and 14 display predicted turbulent kinetic

energy profiles at the turn entrance, 90 degree plane, and exit

respectively. Inlet profiles were virtually identical except near the

outer wall where the modified wall function predicted a significant

profile overshoot when compared with both the single-scale and split

spectrum models. Previous study [26] of sharply curved TAD flows with

Rc/D = 1 but at reduced flow rates has indicated a tendency of
computational models to overpredict the turbulent kinetic energy at

the turn inlet. In this regard multiple-scale model predictions

=^.-w-_=u .u tender.cy for downward ad u_m_nt at 8 = 0 de_ree_,

however, as evidenced in Figure 13, a significant decrease in the

predicted k values was observed at the mid-turn plane. There is some

experimental evidence [26] at lower Reynolds numbers to support

reduced k values near the inner wall. Full k profile reduction as

predicted by the multiple-scale model has not been observed. Exit

plane kinetic energy profiles displayed in Figure 14 have the same
general features as the midplane profiles with the _xception of the

modified wall function profile. The mwf approach provided substantlal

profile overshoot in the exit plane recirculation region. It should

be observed that all model profiles exhibited in Figures 13 and 14

differ substantially from previously reported computational results

and experimental observation [26] at lower Reynolds numbers.

Predicted pressure profiles at the TAD entrance and 90 degree

sections were virtually identica_ for all the models tested as

displayed in Figures 15 and 16. These profiles exhibit the

predominance of a centrifugally induced cross stream pressure

gradient. At the exit plane, use of the modified wall function model

significantly retarded the inner wall pressure recovery while

enhancing outer wall pressure relaxation as shown in Figure 17.

Similar remarks apply to results based on the multiple-scale model aF

compared to the conventional k-e model prediction_ exhibited in Figure

17. Further experimental evidence at high ReynolO_ numbers will _,e

required in order to ascertain the va_idity of any of ihe_e
significantly differing cross stream profiles.
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The computational results described above highlight two striking
differences in the various model results. The first is the downstream

separation-reattachment region recovered using both the modified wall

function approach and the split spectrum model which is absent from

results based on a conventional k-e model treatment. Although there

a zone at high flow rates, the computational differences do present an

effective criterion for comparative model evaluation when experimental

data becomes available.

The second major difference involves the substantial reduction

in turbulent diffusivity associated with use of the multiple-scale

model. There exists some evidence obtained at lower Reynolds numbers

to support a reduction in the turbulent kinetic energy and diffusivity

in sharply curved flows [26]. Additional information is required in

order to make the appropriate quantitative comparisons needed for

model verification.

In addition to the basic model comparisons described above,

several computational analyses were performed in order to test the

sensitivity of the multiple-scale approach to the model tuning

parameters, Ok, oe, C_l; Cp2, Ctl, and Ct3 %. The value of each of
these parameters in n was increased in order to _u_I-_''A--the

effects on computational predictions. Except for CDI , little

variation either in the dependent variable measures-or in the

phenomenological recirculation zone measure was observed. A 26%

increase in the length of the recirculation zone was observed upon

changing C_. 3% as shown _n Figure 18. Values of the dependent
px

variable were little modified anywhere except near the separation

The= = _L,d "-- ...... "r=gion. _- i- ;- l_atlve _ _._- inherent _ _" I _........ "- -d w_ _

this region. The relative insensitivity of the multiple-scale

approach to other parameter variation is an indication of _ Lobust

model. Little objective evidence is available to confirm accuracy for

the flow conditions tested. As with most turbulent flow computation,

more experimental verification is necessary.
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V
OBSERVATIONSAND RECOMMENDATIONS

i) The CNS2D computer code provides a flexible and robust

computational tool for BFC coordinate analysis.

2) At a Reynolds number of 10 6 both the multiple-scale k-E model and

the conventional k-E model with a pressure modified wall function

treatment provide TAD predictions which differ significantly from a

conventional k-e model approach using a logarithmic law wall function.

Both modifications of the standard two equation model predict flow

separation at the TAD exit plane, even at this elevated Revalue.

This is in contrast to the no separation prediction of the standard
model.

3) The multiple-scale turbulence model predicts significantly reduced

turbulent diffusivity in sharply curved flow regions at high Re
values.

4) Both the multiple-scale k-E model and the conventional k-e model

with pressure modified wall function treatment provide viable

turbulence modeling modifications and the potential for significant
model improvement with little additional computational overhead.

5) Modification of the CNS2D code to include additional p_oduction
terms due to extra, curvature induced, strain should be tested.

6) A modified wall function approach appropriate to the multiple-scale

k-e model should be developed in order to simultaneously account for

spectral non-equilibrium and adverse pressure gradient in sharply
curved flows.

7) Additional TAD experimentation is needed in order to provide a

basis for testing the applicability of improved turbulence models to

sharply curved flows at very high Reynolds numbers.
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ABSTRACT

Two sets of ball bearings support the main shaft within

the High Pressure Oxygen Turbopump (HPOTP) in the Space
Shuttle's Main Engine (SSME). In operation, these

bearings are cooled and lubricated with high pressure
liquid oxygen (LOX) flowing axially through the bearing

assembly. Currently, modifications in the assembly's

design are being contemplated in order to enhance the

lifetime of the bearings and to allow the HPOTP to operate

under larger loads. An understanding of the fluid

dynamics and heat transfer characteristics of the flowing
LOX is necessary for the implementation of these design

changes.

_,,_ v_ the large ...... +_ ^_ h_ ""

the bearing/race contact of the rapidly rotating shaft,
the heat transfer mode of boiling must be considered.

Because of the high stresses and large speeds associated

with the bearing assembly, direct experimental observation
of the heat transfer process is exceptionally difficult.

The use of numerical analysis, therefore, is being studied

for its ability to yield useful predictions of the heat

transfer process. The proposed computational model of the

LOX fluid dynamics, in addition to dealing with a

turbulent flow in a complex geometry, must address the

complication associated with boiling and two-phase flow.

In the present report, the feasibility of and possible
methods for modeling boiling heat transfer are considered.

The theory of boiling as pertains to this particular

problem is reviewed. The report gives recommendations for
experiments which would be necessary to establish validity
for correlations needed to model boiling.
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INTRODUCTION

Figure 1 (1) is a schematic which depicts the HPOTP ball

bearing assembly. LOX flows axially through the rapidly

rotating balls to cool and lubricate the bearings. A high
rate of local heat generation is expected to precipitate

boiling at the surfaces of the assembly. Boiilng can
affect the heat transfer from the solid surface to the

free stream LOX in either of two ways depending on the
boiling mechanism, nucleate or film.

Nucleate boiling is associated with high heat transfer

rates. With only a small increase of surface temperature,

the heat transfer due to nucleate boiling may increase by
more than an order of magnitude over that due to

slngle-phase forced convection. With a further increase

in heat flux from the surface, however, the boiling

mechanism may change from nucleate to film boiling. This
transition occurs as a discontinuity or catastrophe; a

small increase in heat flux beyond the critical point
produces a huge increase in the surface temperature. As

illustrated in figure 2 (2), high surface temperatures are

required to sustain film boiling. As a mechanism for

cooling the bearing assembly, therefore, nucleate boiling
may be considered advantageous and film boiling
deleterious.

With boiling, large gradients in temperature as a function

of heat flux make the accurate computer modeling of heat
transfer a formidable task. The IocatioD of the
aforementioned transition on_nf_ _ w_ll _ _h_ ._.._..A_

of temperature as a function of heat flux is critical to

the attainment of a representative solution.

A large quantity of literature exists concerning both

theoretical and experimental research in boiling heat
transfer. These studies have focused, however, almost

exclusively on flows through uniformly heated pipes and,
to a lesser degree, on flows along heated rod bundles.

The correlations necessary to affect closure for boiling

and two-phase flow associated with more general flow

situations are fewln number and vague in applicability.

The lack of sound theory and of general purpose
correlation equations coupled with the erratic nature of

the boiling process indicate that the creation of a

numerical model to represent accurately the heat transfer

and fluid flow in the HPOTP's bearing assembly would be
extremely challenging.
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Figure 2. The Boiling Curve, water at 1 atmosphere.
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This report discusses several aspects of boiling heat
transfer as it might apply to the cooling of the HPOTP
bearing assembly. The first section will describe the
boiling curve and the relationship between surface
temperature and heat flux associated with boiling. A
brief discussion of the physical theory of boiling will
constitute the second _ection. Section three will concern

the translation of the physical phenomena encountered in
boiling and two-phase flows into the appropriate
mathematical representations and the numerical solution of
those equations. The fourth section will discuss the

experimental investigation necessary to determine proper
correlation equations for represention of boiling and
two-phase flow.
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OBJECTIVES

l) To review the literature concerning forced convection

boiling heat transfer and two phase flow.

2) To determine the feasibility of numerically modeling
boiling and two pha_e £1uw in conjuncLlu, with LOX £1ow io

the HPOTP ball bearing assembly.

3) To determine the best means and the most appropriate

correlation equation to affect this modeling.

4) To numerically model boiling heat transfer in the

forced convection of flow through a two-dimenslonal curved

channel and to compare the results with experimental
results.

SECTION I: THE BOILING CURVE

The boiling curve presents a comprehensive representation

of the heat transfer associated with boiling. The various

regimes of boiling are represented as separate sections of

the curve. The boiling curve shown in Figure 2 has as its

abscissas Tw, the wall temperature, and as its ordinate,

qw'' the value of the wall heat flux, a function of

temperature.

atmospheric pressure over a heated horizontal flat plate.

The line from A to B represents the heat transfer due to

slngle-phase natural convection. When the temperature

reaches point B, there occurs the onset of nucleate

boiling, ONB, at which occurrence the heat flux

experiences a discontinuous increase while the surface

temperature takes a discrete drop to point B'. Note that

ONB takes place at a temperature well above that of the

saturation temperature. TSAT, the temperature difference

between the wall and the saturation temperature depends on

the conditions of the solid surface, particularly

roughness. Surface tension of the llquid-vapor mixture

plays an important role in the mechanism of ebullition,

the inception of boiling.

In the nucleate boiling range, from B' to C, a small

increase of surface temperature causes a large increase in

heat flux. At the temperature for point D, however, the
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curve experiences a sudden reversal. The curve's maximum,
the point D, is named the critical heat flux, CHF, and
represents the most important point with regard to the
present problem.

Between the points D and E, the transition zone, further
increases in surface temperature yield decreases in heat

flux. The mode of boiling is changing from nucleate to

film. At point E the surface is covered entirely by a

vapor film whose heat transfer capacity is far lower than
that for nucleate boiling. As the temperature is
increased from the point E, the modes of heat transfer are

essentially those of single phase conduction, convection

and radiation through the vapor film.

In most boiling problems of practical interest, the
boiling curve is best represented with the heat flux as

the independent variable. In this orientation, it is

noted that the solid curve in Figure 2 no longer

represents a mathematically homogeneous function;
consequently, its represention of the heat transfer is
altered.

With the heat flux as the dependent variable, the CHF is

characterized by a catastrophic increase in temperature
(D-D') as the value of heat flux is raised further. The

boiling mechanism experiences a discrete jump from the
nucleate to the film regime. If the heat flux is

decreased from, say, point F the transition will follow

the curve FD'E in the film boiling regime. At point E,

the Leidenfrost point, the wall temperature will

experience a catastrophic drop to the corresponding heat
flux on curve B'C.

In the flow field about a blunt object like one of the

HPOTP's ball bearings, one can expect a variable pressure

field. The two-dimensional boiling curve which is

applicable at a single pressure would be replaced by a
three dimensional boiling surface. The surface

temperature depends on pressure as well as heat flux in a

flow situation involving a variable pressure field.

SECTION II: THE PHYSICS OF BOILING

References 3-14 represent a few examples of the numerous

investigations into the theory of boiling. While
theoretical investigations have led to better

understanding of the basic physics underlying h_illng, the
correlations used to model boiling heat transfer stem in
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large part from the appropriate parameterizatlon of

experimental observations. As previously mentioned,

almost all the experlmental work in forced convective

boiling heat transfer concerns the most elementary

hydrodynamic situation, flow through straight circular

pipes.

A study of the theory of boiling is useful for obtaining

an appreciation of the interrelationship of factors upon

which the boiling process depends. Particularly crucial

to this process is the effect of the surface condition.

In the complicated flow situation of the present problem,

the hydrodynamics and heat transfer may depend heavily on

the condition of the surface.

The theory of nucleation and the solid-liquid-vapor

relationship of boiling is addressed in references 3-12.

These authors attempt to explain how the surface

temperature for nucleation relates to the composition of
the solid surface.

Several correlations for the heat transfer coefficient due

to pool boiling have been determined from a combination of

theory and experiments. These formulations, as a rule,

require accurate physical property values, are complicated

to evaluate, and contain inherent uncertainty since the

conditions of the surface are ignored.

"-_u_i,_.... _A_^ law u_-= ..,.._=ponding states, however,

Borishanski (13) has formulated an expression which is
con_.d_rabl ........ _. y mo_ slmp±e _ apply to describe the heat

transfer coefficient for pipe flow boiling

h = A*qw"_'7F(p)

Mostinski (14) proposed the following expressions for A*

and F(p):

* 0.69

A = _.I@ii Pcr

_.17 1.2 IB

F(p) = 1.8 Pr + 4 Pr + I_ Pr

where Pr is the reduced pressure and Pcr is the critical
m

pressure for the fluid, and qw is the heat flux at the
wall.
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SECTION III: THE MATHEMATICS AND NUMERICAL MODELING OF

BOILING

The accurate computation of a convective heat transfer

problem requires the correct mathematical interpretation

of the physics governing the partlcular flow field.

Typically, the resulting equations represent a trade-off
between exactness and tractability. The choice of a

mathematical representation is particularly critical in a

complex flow such as that of LOX in the HPOTP's bearing

assembly.

For fluid mechanics problems involving two-phase flow,
several authors hav_ addressed the problem of the optimum

equations needed for predicting the flow field.

Concerning this question, three sources which have been

found particularly illustrative are Chawla (15), Ishii
(16,17,18) and Bergles (19). These sources contain

theoretical discussion as well as some specific

correlation equations.

Basically two different approaches to formulating problems

of two-phase flow exist: mixture models and two-fluid

models. The more tractable of the two, the mixture model,

treats the two-phase flow as a one-phase flow with varying
fluid properties. The set of governing equations for the

second fluid is thereby eliminated.

As a substitute for the neglected equations, the mixture

model employs constitutive laws to model two-phase

phenomena such as boundary slippage. This model is

basically limited to finely-dispersed two-phase flows.

Only when the flow consists of a fairly homoge_,eous

vapor-liquid mixture can the numerical simulation of the

mixture model be said to represent accurately the

two-phase flow.

The balls in the bearing assembly are rotating and moving

with respect to the incoming LOX at a high rate. In the

nucleate boiling regime, the churning of fluid by the

rapidly moving balls can be expected to homogenize

effectively the two phases (2@). The mixture model is

suitable for modeling the two-phase flow in this
situation.

Since it is more general in its applicability, the

two-fluld model requires more computational effort to

solve. In the two-fluld model, the two phases are

described individually; consequently, separat_ sets of

equations are necessary for each phase.
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The actual two-phase flow is unsteady. To eliminate the

complication of small scale tlme-dependency, the

representative equations must be time-averaged to some

degree. This averaging process introduces the necessity
of modeling the time-dependent effects which have been
eliminated with the averaging.

Parallels may be drawn between turbulent and two-phase

flows. Both can, at best, be considered quasl-steady

state, and both require time-averaging combined with

correlation models before solution of a representative

flow field may be attempted. In the case of two-phase

flows, however, a further complication arises in the form

of the presence of surface tension.

The property of interfacial surface tension, upon which a

two-phase flow is heavily dependent, is unaccounted for in

the Navier-Stokes, energy, and continuity equations.

Constitutive equations are required to model transfer at

the interface between phases (jump condition). Even if

the problem of the fully time-dependent equations
describing two-phase flow were tractable, the solution

would require that surface tension effects bemodeled.

In the problem of L0X flow through the HPOTP's bearings,

the spatial distribution of boiling regimes will not be

known _ priori. Delhaye (21) points out that in two-phase

flow, the flow patterns must have been predetermined in

order to model the physical phenomenon as closely as
poss!bl_. It is felt, therefore, that detailed

experiments of flows which match certain aspects of the

LOX bearing flow field will be necessary in order to

understand the basic nature of the flow and to develop

correlation equations. These experiments would need to

include boiling combined with hydrodynamic separation, and

rotating boundaries.

The transition from nucleate to film boiling may be
considered to be the effect of a combination of

hydrodynamic cavitation and thermodynamic vaporization.
Cavitation arises from the severe pressure gradients of

flow around a sphere while vaporization is a function of

the high heat flux at the fluid-surface interface. These

two phenomena are strongly coupled at the transition

point.

With the transition to film-boillng, thermodynamic

equilibrium between the phases can no longer be considered

valid. The degree of equilibrium depends upon the rate of

xXXVlll-9



transfer at the Interfaces between the two phases and upon
the typical value of each phase's surface to volume ratio.
The heat transfer at the liquid-vapor interface occurs at
a slow rate relative to the temperature changes in the
rapidly expanding vapor in the region of cavitation. The
discrete temperature difference at the interface between
the phases, consequently, results in local irreversibil-
tltttes that prevent thermodynamic equilibrium.

Modeling accurately the two-phase flow in which

equilibrium cannot be assumed dictates that the

constitutive equations describing transport between the

two-phase jump conditions be extremely reliable. This
accuracy can be obtained only if the correlation equations

are compared with experiments which have characteristics
similar to those of the simulated flow.

Likewise, the conditions at which the transition to

film-boiling takes place are also critical to a numerical

model. At this transition the regimes of boiling,
two-phase flow, and, consequentially, heat transfer change

dramatically. The parametric values and their

interrelationships at which this transition occurs can be

known only through experimentation.

m^ .^;_1 _^ fil., bvillng regime, _ .umez_ca_ simulation

which incorporates the two-fluid model would be necessary.

As the physical nature of the flow has suffered a severe
transition so must the character of the numerical

simulation reflect and be able to model this change.

Once the conditions necessary for transition to

film-boiling have been established through expe.imenta-
tion, a dual-model numerical simulation could be devised.
To simulate the flow associated with the nucleate-boiling
regime, the mixture model can be used. In the
film-boiling regime, the mixture model will no longer be
sufficient to describe the two-phase interaction; the
greater generality provided by the two-fluid model will be
required.

As pertains to the design of the HPOTP's bearing assembly,

however, modeling the film-boiling regime may be

unnecessary. The essential nature of film-boiling c-n be

known from the boiling curve. The catastophic nature of

this curve dictates that surface temperatures at heat
fluxes greater than the critical heat flux become extreme.

Bearing damage can be expected in the presence of the high
temperatures and lack of liquid lubrication a_cciated

with film-boiling. The determination of the conditions
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for the boiling crisis's inception, therefore, would

provide sufficient evidence of the bearing assembly's
allowable thermal load.

Previous work in numerically modeling boiling heat

transfer has focused on the flow of two-phase fluids
_ ....._ _;_ ^. =i_..._a _...AIo_ In forced convective

boiling heat transfer problems such as these, one way to

predict local heat transfer rates involves the

superposition of the single-phase forced convection curve

with the fully developed boiling curve. (See figure 3
from reference 2.) Bowring (22) and Rohsenow (23) have

each developed empirical solution procedures to effect

this superposition for the flow of fluid through circular,

uniformly heated pipes.

_._: _:_F_o._.on _^ _,,e two heat transfer modes,
convection and boiling, represents a limited range of the

boiling curve. For wall temperatures smaller than TWALL,ONB
the heat transfer mechanism is solely that of

single-phased force convection. For temperatures larger

than TWALL,FDB, the mechanism may be considered to be that

of fully developed boi _-- _ TM _ '_ _- F D•B the
heat transfer effect of convection is insignificant

compared to that of boiling. Beyond TWALL,FDB, therefore,

the amount of heat transfer is the same as that of pool

bol_ng.

..... th_ fl ..... id ......... ii ..... _...._ince e _ o_ fie in = -_ .... 4

relatively small pressu[e variatiu,,, u._ B_.,_La_uL_ _,,
the F.D.B. curve may be approximated as a function of heat

flux only. For a flow over a blunt body, the pressure on

the body's surface will show appreciable variation in

pressure. The temperature for the more general flow
field, therefore, will depend on pressure as well as heat

flux, and the fully-developed boiling will be represented

by a mathematical surface instead of a curve•

That the correlation equations which serve for boiling and

two-phase phenomena in pipe flow would yield accurate
results in a more general situation is dubious. New

correlation equations to fit more closely the LOX

hydrodynamics of the HPOTP bearing problem should be

developed from the results of experiments which

incorporate the salient features of the actual problem•
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SECTION IV: USEFULNESS OF EXPERIMENTAL INVESTIGATION

In the first three sections of this report, the

requirement for experiments as a means to study boiling

heat transfer may be summarized by three reasons:

(i) Correlation equations for boiling and two-phase

phenomena appropriate to this particular problem do not

currently exist.

(2) There needs to be a way to test a code which models

this flow by comparing Its results with those derived from

experimentation.

(3) Experiments involving convective boiling which measure

such quantities as heat transfer, quality, and velocity in
flow fields that contain the salient features of the LOX

flow in the HPOTP will yield information from their

physical results. These results may serve in their own

right as indicators of design modifications to Improve the
heat transfer in the HPOTP bearing assembly.

Such experiments should measure local quantities.
Previous experimentation in the area of convective boiling
heat transfer has been concerned with either pipe flow

(24, 25) or external flows in which only global parameters
were measured (26, 27). Local heat transfer could be

measured using the experimental technique as described by

Pais (28).

Experimentation utilizing a variety of fluids would yield
non-dimensionaiized correlation equations which include

the effects of fluid properties.

An experimental study in conjunction with a numerical
simulation should begin at an elementary level and

progress to higher levels of complexity. At the first

level, the flow around a sphere with boiling would be

investigated. Several different fluids including water
would be used for this study in an effort to determine the

effect of fluid properties on the flow and heat transfer.

Min (29) has described the apparatus used to reclrculate

fluids at elevated pressures for boiling studies. Unger

(3_) has studied the heat transfer effects due to pool

boiling of heated spheres quenched in a variety of
different fluids.

After the completion of the first level of experimenta-

tion the rest Rf the experimental study would use Freon

113 (TsA T = 46vC at one atmosphere) as the test fluid,
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since it remains in the liquid state at one atmosphere and

ambient temperatures. Boiling studies which utilize

cryogenic fluids must be performed under pressurization.

Experimental study beyond the first level would require

the study of submerged rotating spheres and moving walls

and would be greatly complicated if a high pressure were

required in the boiling test section. Experimentation at

the first level, on the static sphere, using a variety of

fluids, would serve to establish fluid property effects

which could be used for the remainder of the experiments.

Progression of the study beyond the first level would
involve both experimentation and computation. These

studies would involve rotating spheres, rotating spheres

enclosed between two static walls, and finally rotating

spheres enclosed between moving walls. At each

successively more complex level of experimentation, the

computer program should be altered to include the

sophistication necessary to simulate the next level of

experimental reults. In this manner the numerical

analysis always can be tested against experiment, while

the effect on the mathematical correlations of changing

the problem's geometry may be studied.

One design change in the bearing assembly to be considered
is that of altering the entry point of the LOX into the

assembly (31). Presently the LOX enters the assembly from

one end in an axial direction after traversing a torturous

path from the shaft's center. The alteration would have

the LOX entrance into the bearing assembly located in the
shaft between the two sets of balls.

The reasoning behind this alteration is twofold. If the

LOX enters into the bearing assembly in a direction

radially outward from the axis of rotation, its pressure
will be higher. The increased pressure would result from

centripetal force as w_!l as from a shorter path with less
head loss. As the second reason for such an alteration,

the LOX would seem to suffer less chance to experience

film boiling since it would impinge against the balls on

their open sides and exit from the channeled side. The

channeled exit would discourage the cavitation that might

be expected with the flow in the wake of a blunt body.

Heuristic reasoning such as that stated above could be
demonstrated as correct or incorrect with the use of

experiments. While the possibility to conduct experiments

which incorporate simultaneously all apsects or the
LOX/bearlng flow does not exist, the results of
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experiments which contain some aspects of the flow might

be extrapolated to yield noteworthy indicators.
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CONCLUSIONS AND RECOMMENDATIONS

Following an extensive literature search into convective

boiling heat transfer and two-phase flow, two broad
conclusions have been reached.

I) While an accurate computer simulation of the LOX flow

in the HPOTP ball bearing assembly is feasible, this goal

cannot be achieved unless suitable correlation equations

applicable to the conditions of this problem are
determined.

2) Experiments are needed for the development of correla-
tion equations, testing of the numerical model and as a

direct source of information concerning the physics of the
problem.

The numerical model stated as an objective has not been

programmed. While the computer code PHOENICS (29) was

used on some simple pipe flow cases, the lack of valid
empirical correlation prevented the demonstration of

boiling characteristics which might be found in a curved
channel.
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TETHER CRAWLER SYSTEM

by

Frank R. Swenson

Professor of Mechanical Engineering

Tri-State Univeristy

Angola, Inidana

ABSTRACT

_sA crawler system _ designed to move a !ow-g/variable-g

laboratory module along a tether between the Space Station
and an attached space platform.

An analysis is made of the effects of control law

parameter changes on the displacement, velocity and

acceleration of the crawler system. The control law is then

modified by the addition of a constant-ve!ocity section and

the new values of distance traveled, velocity and
acceleration are analyzed as a function of time.

The power and torque equations are derived for a

crawler system moving along a tether in orbit and numerical

values of power and torque required for each prescribed
movement are calculated versus time for four different cases

using the control laws. All of the movement trajectories

result in a requirement for power absorption or dissipation.

The torque versus velocity data for the set of trajectories

is used to define maximum required torque-speed envelope
which can be used in the selection of the drive motor and

the power supply.

A two-step control sequence is selected to permit

initial location along the tether by distance traveled,

followed by a vernier movement to reach the final desired

constant net acceleration level. The components for the

control system are identified and arranged in a block

diagram configuration. The support subsystems are also
identified.

The sections of this study have been integrated to

develop a procedure for the determination of crawler system

performance requirements and the initial design of tether

crawler systems.
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INTRODUCTION

The Space Station of the 1990's is expected to provide
an acceleration environment in the experiment modules of a

low-g level for longer periods than is presently available

to experimenters in the areas of fluid mechanics, biotech-

nology and materials science. However, even on the much
larger capacity Space Station, the space and astronaut time
available for man-monitored and interacted experiments will

be limited. In addition, crew movements, equipment transfer

........ _- departures and arrivals of orbital, free-flyers,

unmanned transportation and Shuttle vehicles, along with

Space Station maneuvers for station-keeping and attitude

adjustment will generate acceleration and vibration
disturbances in the station structure which will be

transmitted to the experiments. The conclusion is that

there is a need for a low-g, even variable-g, experiment

levels for long periods of time.

By the Shuttle era, there should exist many experiments

and self-contained production processes which require long

periods at very low-g levels but do not require frequent

m_n-_onitoring or interaction. These can be placed in an
instrument m_,11_ and mov_ _11_ _way from the space Station

_'_1_ a _zA_l .... _-_ tether _._ b_ _=_=_ _ _ _o!ated,
controlled, very low-g acceleration environment. Another

available option would be to move the instrument module

through a programmed sequence of variable-g levels.

In summary, a crawler system is needed that will move a

low-g/variable-g laboratory module along a tether between

the Space Station and an attached space platform. The
purposes for locating the module along the tether are (i) to

isolate low-g experiments from the attitude changes and the

vibrations of the Space Station structure, (2) to permit

variable-g experiments without changing Space Station alti-

tude, and (3) to reach and maintain controlled, constant net

acc_leration6experiment environments in the range from
i0- g to i0- g.

<

XXXIX-I



OBJECTIVES

• I

The objective of this study is to complete a design
study of the motion control laws and drive mechanism for a

system to move a low-g/variable-g experiment module along a
tether between the Space Station and an attached space

platform.

The crawler should move along the tether to isolate the
experiment module from the movements and vibrations of the

Space Station and attain and maintain prsscribed accelera-
tion levels in the range of i0 g to i0 g.

Figure 1 shows the constraints-operations envelope for

meeting the above objectives. The planning limit for the
duration of the low-g experiments has been set at a nominal

value of i000 hours. This period is about half of the

interval of 2160 hours (90 days) that is presently scheduled
for Shuttle arrivals at the Space Station, a time of con-

sld_rab!e activity on the Station Rn_, therefore; accelera-

tion disturbances. The nominal value is conservatively low,

and in actual operation the available quiescent period may
be longer.
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BACKGROUND

One of the earliest recommendations for the applications

of tethers in the United States space program was made by

Colombo (1974). Many suggestions have been made since then
and these have been reviewed and summarized by yon

Tiesenhausen (1982).

Arnold (1986) has recently prepared a thorough discus-

sion of the dynamics of long tethers in space. Also, yon

Tiesenhausen (1984) has compiled a history of the proposals

down through history and science-fiction for the uses of

tethers in space. Both the prospects and the problems

associated with a long, limber element in orbit are being

identified and worked upon.

A problem that was identified early was the unsteady

nature of tether deployment from an orbiting spacecraft.

One of the first control laws for tether deployment was

proposed by Rupp (1975). Although this problem is still

under study, newer efforts have been made by Rupp and other

investigators to develop an optimal control law for the

_uuvement of a tether crawler system (sometimes referred to

as a Space Elevator) along an already deployed tether.

The most recent proposal of a crawler-motion control law

was made by Lorenzini (1986). He both reviewed the develop-

ment of crawler control laws and studied the dynamical

response of the tether/crawler system to movements of the

crawler. This present study will extend this work in the

development of control laws for tether crawler systems.

XXXIX-3



BASIC CONTROL LAW

A control law having a continuous smooth motion has been

proposed by Lorenzini (1986) as a distance traveled along
the tether -

Y
- (l)

which is plotted in Fig. 2. An increase in shape factor is

seen to give a delayed acceleration.

For this control law the motion exponentially approaches

the final point which would take an infinite time to reach,

so as a practical matter, the motion is ended at a proximity
distance to the end point. The time required to reach this

proximity distance is shown in Fig. 3, which is a plot of -

where;

/ /"go _ _

_'_- Z I -" ZCTo.j

(2)

(3)

This time to proximity is seen to increase both for an

increasing value of the control law shape factor and for
decreasing proximity distance.

law.
Figure 4 shows the velocity versus time for this control

The velocity equation is -

and the maximum value of velocity is determined by -

(5)

The distance traveled and the time to reach maximum

velocity are expressed as -

Z L: d,,, ÷ zc E c_-J.}/_,,-,.J_/z(.,o_) = a (6)
and

I 6,
TII'_ I - 7_
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Acceleration along the tether is given by -

L (8)

and is plotted for typical values of the shape factor in

Fig. 7. Both the positive and the negative ma_imnm v_!_A_

of acceleration decrease in magnitude with increasing values

of shape factor and both reach limiting values - the maximum

positive acceleration limit being approximately twice the
maximum negative acceleration limit.

The times to reach maximum positive acceleration, zero

acceleration (maximum velocity), and maximum negative

acceleration are also a function of shape factor, as shown
in Fig. 8.

The values for an example (reference, r) case are listed
in Fig. 9. The shape factor value is high enough in this

example that the limit values can be used in calculating the

maximum velocity, the maximum positive acceleration and the

maximum negative acceleration.
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MODIFIED CONTROL LAW

The basic control law is smooth and continuous.

However, it can be inefficient in the use of both time and

velocity capabilities of the crawler system. A modification

which can be made to improve the control law is the addition

of a constant-velocity interval as shown in Fig. 10. This

interval begins at the time maximum velocity is reached;
i.e., when the acceleration is zero.

The equations for the three segments of the motion -

acceleration, constant-velocity, deceleration - are:

o<m_a

Ta<T<Tb

• _ (13)
tl

L(T) = _ (14)

Tb<T<T

L(T)=L,_,_-4LS_,_,{,_(r--tr_-_j)/7 (1_)

L(T) (16)

L(_)= ,_z_/_, [po_,_,/=_(1._i_.._))_7_'-z (1_)

The selection of a constant-velocity interval length can

be done using the constant-velocity parameter X, the ratio
of the net distance for acceleration and deceleration to the

total distance to be traveled. Two cases of iLL.rest are

(i) where the time to proximate distance remains the same
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as for the basic control law and (2) where the maximum
velocity remains the same. The effects of changing the

parametr X on the values of the other control law parameters
and the values of maximum velocity and accelerations are

shown in Fig. ii for the case of constant time to proximity
_nd in FIg. 12 for th_ uase of constant maximum veiocity.

Figure 13 shows an example case where the distance
traveled versus time is plotted for X=I and for X=0.336 and

the same maximum velocity, distance traveled and control law

shape factor. By adding the constant-velocity section the
time to travel the same distance has been halved.

The considerations in the selection of a tether control

law are listed in Fig. 14. The type of analysis that has
been made on this control law can be made on other candidate

control laws and the same parameters of the motion and the
maximum velocity and maximum values of acceleration will be

the principal considerations in selection of the optimal
control law.
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DRIVE MECHANISM

A drive mechanism provides both the contact of the
crawler system with the tether and the forces on the tether

to move the crawler/instrument platform along the tether.

The major considerations in selecting a drive mechanism are

listed in the top section of Fig. 15. A drive configuration
meeting these considerations is shown in the bottom section

of Fig. 15. The crawler system is toggle-latched onto the

tether and the drive wheel-belt combination provides a large

contact area and, therefore, low contact pressures on the

tether. A larger force can be applied to the tether without

damage to the tether from crimping or sliding forces.

The torque and power required for the motion of the

crawler system and instrument module along the tether are

given by the equations in Fig. 16 and below -

(-*)._ = T X N _ T X Y/D ±_

Figures 17, 18 and 19 are plots of the required torques
and power versus time for cases where the same distance is

traveled but from different starting points relative to the

center of orbit (where the net gravitational and centripetal

acceleration is equal to zero). The variable Y is the

measure of distance radially from the center of orbit. The
basic control law is used in all three cases. One feature

of all three cases is the large area under the negative

power curve. These fairly large amounts of energy must be

transmitted and stored or used elsewhere, be absorbed, or be

dissipated to outer space.

The same analysis is applied to the constant-velocity

example case and the results are s,lown in Fig. 20. The

constant-velocity section is seen as central straight line

curves. Again, a large negative power area is obtained.

The velocity and acceleration curves for this case are shown
in Fig. 21.

The selection of a drive motor is conventionally done

from required torque versus speed data, so torque values are
plotted versus speed for each of the four cases. A typical
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plot is shown in Fig. 22. An envelope which encloses all of

the plotted points is then the required torque versus speed
for that motion of the tether crawler system and instrument
module.

The _eq_i_ed to_q_e-_p_ed _*Lv_uW_ _ _II _L_.... _=_=
are plotted in Fig. 23. The two cases of X=l, Y=0 to +

1000m are combined as the torque curves are nearly mirror
images and the torque capabilities of drive motors are the

same in both directions of rotation. The limit of speed is

the maximum expected velocity which is the same for all four

of these cases. The shaded region defines the values of

required torque versus speed for any drive system which is
to follow the basic and modified control laws to move the

crawler system/instrument module. A drive system should be

selected which has a torque-speed capability above this
required torque versus speed envelope.
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CONTROL SYSTEM

The components required to make a control system having

the capabilities for coarse control by location on the

tether and for vernier control by acceleration level are
listed in Fig. 25. The constant acceleration levels versus

distance from the center of orbit are plotted in Fig. 24 for

the design altitude of the Space Station.

The control system block diagram containing these

components is shown in Fig. 26. For the coarse location

movement this control system controls the motion of the

crawler system until it reaches the proximity distance and
stops. The vernier control is then switched in and the

small correction movement is made using acceleration level
as the controlled variable. Three accelerometers are used

to cover the range from a milli-g to a tenth of a micro-g.

XXXIX-IO



CONCLUSIONS

A procedure for determining performance specifications

and the initial design of tether crawler system is devel-

oped. The steps of the procedure are:

o Determine the desired acceleration levels and the

corresponding trajectories

o Determine the mass to be transported

o Select the limiting trajectories and determine the

distances to be traveled and the acceptable first
proximity distance

o Determine the maximum time to move within proximity

o Select the acceptable levels for maximum velocity,

maximum positive acceleration and maximum negative
acceleration

o Determine the locations along the tether at which

will occur the maximum positive acceleration, maximum

v_l_city and maximum negativ_ _1_vation

above considerations and simulation studies of tether

response to Tether Crawler System movement

o Select a constant-velocity section to decrease either
maximum velocity and acceleration or the time to move

within proximity

o Determine the required torque versus speed envelope

o Select a drive motor, gearhead and electronic drive

that provide a maximum available torque versus speed

curve that is above the required torque-speed
envelopes for all proposed trajectories

o Select a control system and the support subsystems.
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RECOMMENDATIONS

The following are recommended as continuation studies:

o Simulation of Tether Response to Tether Crawler

System Movement with Constant-Velocity Section

o Acceleration Filter Characteristics of Free-End and
Fixed-End Tether

o Fixed-End Tether Crawler System Dynamics

o Ground-Based Tether Crawler System Demonstration

Experiments

o Shuttle-Based Tether Crawler System Demonstration
Experiments.
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ABSTRACT

During the first year of this fellowship, an automated calibration
system was designed for use in the vacuumfacility at the Space Science
Laboratory of the Marshall Space Flight Center. That system was
developed and used in the intervening winter to calibrate the ion
spectrometer that eventually flew in May 1986 aboard the NASAproject,
CRIT I. During this summer,we planned to implement the calibration of
both an ion and electron spectrometer of a new design whose basic
elements were conceived during the winter of 1985-1986. This
spectrometer was completed in the summerand successfully mounted in the
vacuum tank for calibration, as described the report for 1985. However,
the source gate valve malfunctioned, and, at the end of the summer, we
were s_l_l wait_.y for a _plau:,,,:,,_. u,,_= a_a,,,, .= .,,, ,,,,,o,, _,,=
calibration of this instrument in the fall. During the inevitable
delays in any experimental research, I completed the numerical model of
the Critical Velocity effect and presented these results to my
colleagues at MSFC. The remainder of this report is a description of
that effort.

XL-i



INTRODUCTION

The critical velocity effect, as first proposed by Alfven (1954),
has a long controversial history. Nevertheless, it is frequently evoked
in many astrophysical situations where neutral gas if found flowing
through a plasma. Basically, Alfven proposed that when such a flow
reaches a velocity, perpendicular to the ambient magnetic field, of Vcr,

Vcr = J2eBi/M (1)

(where M and B_ are, respectively, the massand the ionization potential
of the neutralS), then the neutrals would be anomalously ionized. Since
this process has been shownto involve the transfer of the energy of the
recently ionized neutrals to a heated electron population, the above
velocity must be increased to Vcr*

m

Vcr* = Vcr / Jn (2)

where n (less than 1) is the efficiency of this energy transfer

(Haerendel, 1982).

n igi !yK_ides the or hal ...i_+_^.r +^ the _.... *_n _ the ear
solar system, they include light emission around the space shuttle

(PaoadoDoul 1984) ................... _-" '_'_^_ ..... + _ i"^^_""US, , comecaFy _UIIId IUIII¢O_IUII _l-UIIIIIOOllU! c_. :,. _J_
. , .

and Galeev, 1985). The recent experiments around both artificial and
natural comets has further excited scientific effort on this problem.

During the last ten or so years, active experiments using the fast
plasma jets created in alkali-metal shaped-charge releases have
attempted to test the validity of this effect in the ionosphere. For a
review, see Newell (1985). In this paper, we review the critical items
of two such experiments: Porcupine, which reported an ionization yield
of nearly 30 percent of those neutrals whose perpendicular velocity
exceeded Vcr, and Star of Lima, with a yield of only 0.1 percent. To
try to understand this discrepancy, a numerical mode] of such releases
was developed. Although the problem remains unexplained, it does become
clear that the total yield depends critically on the macroscopic limits
of time and energy in these shaped-charge releases. In fact, I suggest
that the total ionization yield is a poor indicator of a nonlinear
discharge of this type and one should instead determine the value of n,
discussed above. If this factor is of order 10 percent or greater (even

taking into account electron number and energy losses out of finite beam
regions), then the effect can be said to be present.
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Experimental Results

Previous ionospheric critical velocity experiments have been

conducted using barium or strontium shape charge releases which produce

a fast jet of neutral gas with a velocity distribution similar to that
shown in Figure 1. This particular distribution was measured optically

in the Star of Lima experiment from Peru ( Wescott, et. al., 1986). A

recent list of several such experiments is given in Table 1. The

striking feature of this table is that all but one, project Porcupine,
produced very little ionization. The other feature of this table is

that the radial shape charges have been particularly inefficient in
producing prompt ionization. To those five listed one should add also

the Star of Condor, which was a radial shape charge producing less than

3"10"*-5. We would like to treat in detail two of these, namely Project

Porcupine and the Star of Lima, as representative of high yield and low
yield experiments.

The experimental condition of Project Porcupine is summarized in

Figure 2, where the fast barium jet is shown propagating from the

explosion point at an angle of approximately 28 degrees with respect to

the local magnetic field. As in nearly all such experiments, the
intention is to explode the barium below the solar terminator at 320 nm,

w,l_f_ uaflu,s wllJ not pno_olonlze, if ionization is produced close to
the explosion point, so called "prompt" ionization, then those ions will

propagate up the magnetic field line and be seen spatially separated
from those neutrals that have then become ionized in sunlight as some

further distance away from the explosion point.

Now in Project Porcupine there were no diagnostics actua.ly in the

electron beam; however, from optical observations, Haerendel reported 30

percent of those neutrals with perpendicular velocities greater than the
critical velocity, were in fact ionized. Furthermore, there was a

diagnostic payload on a magnetic field line which went near or through

the interaction region of the beam. Large electric fields consistent
with the emission of Alfven waves were detected (Haerendel, 1982).
Superthermal electrons with a flux somewhat less than an auroral flux

were seen. This flux is in fact 3 to _ orders of magnitude less than
what must have existed in the beam. Haerendel also estimated that the

ionization rate was not so large that the cloud would have polarized due

to the burning current (i.e. the discharge was not 'mass limited', as
described later.)

Although the collective plasma instability that is responsible for

the transfer of ion energy to electron energy was not directly measured
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in Porcupine, considerable consensusexists in the theoretical community
that this must be the lower hybrid instability (Piel, 1980). The most
efficient version is the linear ion beam, which Galeev (1981) estimates
maygive an (referred to above) of as muchas two-thirds. However, this
only occurs when the ionization is rapid enough to makethe distribution
iuuk like d u_am, aHu .u_ ll_ a rlny. ,.a_ l_, n I_ u,u=, _/_ ,,

_i/ni _ _i (3)

where _i is the ion gyrofrequency. If 6i is much less than this, then n

approaches 0.025.

Haerendel estimates that the fast limit existed in Porcupine.

Furthermore, he estimates that the density in the beam remained

sufficiently high out to 15 km that the Townsend condition, as used in

similar work on Beam Plasma Discharge, was satisfied (see Brenning,

1982). This states that the probability that an electron, which is

created in an ionizing collision, is accelerated and makes a subsequent

ionizing collision is sufficiently near 1, so that the effect has a

positive feedback and can grow upon itself.

Porcupine remains the single outstanding successful experiment
conducted with shape charge releases. With this promising result, an

experiment was designed to maximize these results and also to place

diagnostics in the barium beam for the first time. The intended
_--_ -, _
cu_,,,g,_r_..,onof Project Condor, conducted near the earth's equator, is

given in Figure 3. The idea here was to inject vertically the barium
......... •-.. _ _ _ di_-_ ..L_ L _ _L..-- _ 1 .......... _^ _4^1A Tk_ _e_

payload was below the explosion point LUy ........i.... _'" _ "_----''^--"
Due to financial constraints, diagnostics were limited. Again the UV
determinator was intended to be above the explosion point and as the sun
rose, one could make a complete inventory of ions that were produced
promptly. However, the rocket over-performed and in fact some solar UV
illuminated the injection point. Data from particle and field

instrumentation on board the Lima probe is summarized in Figure 4, which

gives about 2 seconds of data from the explosion point (from Torbert and
Newell, 1986). One can see that large ionization was produced in the

electron channels, so large that in fact one sweeping electron detector

was saturated for some good fraction of the first second and an electric

field pulse of about 400 mv/meter was created.

Note in this figure the very rapid time scale on which the entire
effect occurs at the rocket location. The total electron flux of

electrons greater than about 5 eV, shown in the middle panel, is such

that superthermal electrons of substantial flux were created, 4 to 5
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times a typical aurora. Data in the second panel, from a detector that

was sweeping out approximately 20 degrees of pitch angle, shows that
these electrons definitely were pitch angle modulated after the first

quarter second of the burst. An expanded interval at about a half

second around this burst time is seen in the next figure where we have

both electron and ion data along with that of the single axis electric

field. Unfortunately, a great deal of ambiguity exists in this

experiment because the electric field is measured only along an axis

which is perpendicular to the beam direction and therefore had varying

angles in respect to the magnetic field as the experiment progressed.

In fact, the ambiguity is such that the large electric field pulse seen

between a 100 and 160 milliseconds is still somewhat unexplained

(Kelley, et. al., 1986). Our best guess right now is that the pulse is

the manifestation of a fast neutral oxygen jet produced by collisions

with the initial barium in the very first moments of the explosion.
This is supported by the fact that V x B at this time is consistent with

a velocity of 22 kilometers a second, much faster than any barium in

Figure 1. Furthermore the time events associated with that pulse are

such that whatever produced it could have only been traveling at that

velocity from the injection point. Barium did not really appear at the
injection point until around 160 milliseconds at which time there is a

slight dc electric field along with very large AC component, hundreds of
millivolts per meter, seen between 160 and 230 milliseconds in the

electric field. At the same time, the particles increased by over an

order in magnitude and a iarge peak at around 10 electron volts in the

fast electron sweeper that was very soon saturated. The electric field

fluxuations were in fact at a frequency consistent with the lower hybrid
for barium.

Using the electron data, we can address the vital question of
electron trapping in the interation region. Electrons must remain

sufficiently long to satisfy the Townsend condition described above. In

Figure 6, the electrons at three fixed energies are plotted as a

function of time along with the corresponding pitch angle. During the

400 ms interval or so of the interaction time, these electrons are not

heavily modulated with pitch angle. There is only a slight dip in each

one of them at pitch angles off of 90 degrees. However, after the

barium has passed over the payload, a large reduction of 90 degrees

pitch angle appears, implying at least that during the interaction time,

a large number of electrons were contained in the interaction region and
did not escape.

Estimates have been made for this experiment, like those of

Porcupine, for both the time scale and the Townsend condition, with
similar conclusions. Table II summarizes the details of the two

experiments and points out the large discrepancy bet_c_ the final
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results. All the electrons were observed in Lima. They were consistent
with the optical observations. The electric field magnitude is
reasonably consistent with a saturated lower hybrid instability and yet
only about 10"*-3 of those neutrals perpendicular to the magnetic field
were actually promptIv ionized by the plasma physics operating after the
explosion.

Numerical Model

To resolve this large discrepancy. I undertook to create a model
to answer the following specific question. What is the absolute maximum
vivid I could expect for the given value of the efficiency parameter, n,
consistent with the macroscopic constraints of time and energy. This is
essentially just a bookkeeping problem. We describe first, the source
of free energy: the neutral beamas given in Figure 1, the actual
velocity distribution that was measured in Star of Lima. Next, we must
calculate the neutral density that appears at a given position and time
in the beam. The coordinate system we use is given in the Figure 7,

where X is the distance, perpendicular from the magnetic field, from the

injection point. Since we wish to consider the maximum yield, we will
draw a box at a fixed X containing the neutral beam and consider any

electron density in that box is constant and that no electrons are

allowed to escape from that box if they are created there. At any given

radial distance, angle and time, the neutral density can be computed

f_'-,_the velocity distribution, as given in _ne equation in the figure,

where the angular distribution is taken to be a Gaussain in one

direction, constant in the azimuthal direction, and is properly

normalized. The angular width, 0w, is taken in these simulations to be

15 degrees, consistent with experiment. Note several implications of

this equation. First of all, the density falls off as R**-3; and, since
the neutral density is the driver, our free energy is rapidly diminished

the further away from the injection point. Furthermore, this neutral

density, as a function of time at any given place, will evolve on a time
scale that will be larger, the further out from the injection point.

These effects can be seen in Figure 8, where the neutral density is

plotted as a function of time for six different fixed positions for the
case of the Star of Lima.

Next, we compute the electron production rate. Qe, as a sum of

three terms, each proportional to the neutral barium density: one, due
to collisional ionization, proportional here to the electron density

times the average over the hot electron population of the cross-section

times the velocity; second, charge stripping from the collision of
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barium onto oxygen; and finally, ions produced by solar UV with a time
constant, if fully illuminated, of 28 seconds.

Qe _ _e = NBa (he <aV>ion + QST + Quv ) (4)

The ion production rate, Qi, is Q plus charge exchange rate of
barium onto ionized oxygen with a fi_ed cross-section of 5"10"*-17

cm**2. Furthermore, an initial, thermally created ionization yield of
10"*-4 was also assumed in this model. The ionization cross-section

average was computed using a Born cross-section model with a maximum at

10.4 electron volts of 1.2"10"*-15 cm**2. The resulting rate is

somewhat more rapid than if a simple Error function of ei/Te is
incorrectly used.

The energy requirements can be computed as follows:

d _ ) n )_I_ ¢iNBAne<OV>ion CbNBAne<OV>exc (5)neTe : (AV -

- ¢oxyNoxyne<°V>exc,oxy

The positive contribution is that given by the total energy of the
neutrals that have just been ionized at the rate, Q_, in the plasma

frame (with relative velocity, AV) times the parameter, n, the

efficiency with which the energy can be transferred to the electrons.

Note that we are assuming that this energy goes immediately into the

electron population, consistent with the philosophy of computing the

maximum possible production. This is however not a bad approximation
because, for the case of lower hybrid waves acting here somewhat as a

catalyst, the growth rates and resonance times are far more rapid than

the time scales that are considered here. In equation (_), there is

energy lost for each ionizing collision and also from hot electron

excitation of the barium and the ambient oxygen. Values of these
cross-sections were taken from Newell and Torbert (1985). To have a

complete closed system of equations, only the relative velocity of the

neutrals with respect to the plasma, AV, remains to be determined.

These set of equations can now be integrated over time and horizontal

distance, X, to computer our total yield. Interestingly, the critical

velocity nowhere appears explicitly in this model. However, the rate of

energy production would not be positive unless AV is greater than the

critical velocity (correctly by n), just as was postulated by Alfven,
provided that the secondary losses from electron excitation are i_nored.

Calculating AV can become complicated, but it can be estimated

using current conservation as illustrated in Figure 9. Assume the

reference frame of the fast neutral barium. In this f_ame a newly
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ionized atom is initially at rest. Outside of a box containing the
neutral beam, the background plasma experiences an electric field which
is VBAcross B, as shown. As ionization occurs, an electric current
results from the displacement of ions by one gyro-radius due to whatever
electric field exists within the cloud, which would then tend to
polarize. However, charge can be bled away by Alfven waves which carry
away a known parallel current, determined by the change in the electric
field across the boundary of this box. Equating the Alfven current to
the polarization current, one easily derives the electric field inside
the cloud as a function of the electric field outside the cloud, as
shown in the figure. This interesting relation is called the mass
limiting condition and is identical to that derived by Haerendel (1982)
in a different way. Note that this electric field (crossed into B)
within the box is precisely the relative perpendicular velocity of the
plasma with respect to the neutral barium frame, the final quantity that
we seek. In the earlier, simpler sense, this relative velocity (i.e.
electric field) must be greater than Vcr* for the effect to grow. Since
V depends on dNi/dt, this mass loading condition limits the maximum
burning rate so that

. o^ ,,,Mo (6)
"i _ :VAVA'"'_

Any faster rate will polarize the cloud and shut off the source of free

energy. Now, this does not necessarily limit the total ion production,
because the hot electrons will convect along with the neutrals all the

time ionizing at or near the limited rate (provided the electrons can be
_^_+_._A of course) In fact, all thP above equations are total
J---_..- _ ...... _ _w^ .^A^I m,,_+ be _',n w_fh rnnv_rfivp t_rms whose

elociti s are given by _ ...... _^- _" =_..... o Tho_o _m,llra+pdV e _,,_ =Nuob, ,,, . ,U_.. . ..w_ ....._.

interdependences were the motivating factors in designing the present
model. However, we have found that, for the events simulated, outside
of about one kilometer from the explosion, the mass loading condition

was never satisfied and the reaction was granted the full energy of the

neutral beam• This is consistent with the earlier statement that, in

both Porcupine and Lima, the mass loading factor was not limiting the

process•

Only the ambient neutral oxygen density remains unspecified.

Figure 10 shows these densities for both Lima and Porcupine, as well as
the recent CRIT flight, as determined by a model run of the MSIS neutral
model of A. Hedin. The ambient ionized oxygen density was about

2"10"'4 in Lima and 2"10"'5 in Porcupine.

The model is then run at successfully farther perpendicular

distances away from the injection point and for all times where there is
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appreciable ionization due to hot electrons. As an example of the
results, we choose to show the evolution of parameters for the Star of
Lima experiment at a radial distance of 2 km. Since the beam was

perpendicular to the magnetic field, this is equivalent to a horizontal

distance of 2 km. In figure 11 are plotted four quantities as a

function of time at this distance. The barium neutral density is

reproduced with a peak density of about 2"10"'8 per cc. As the neutral

density rises, the electron temperature begins to increase, reaching a

peak of around 5 eV, nearly the ionization potential, but, just as

significant burning begins to occur, the electron temperature falls off
for several reasons. First, energy is consumed in the ionization

process; second, as more electrons are created, they must in turn be
heated; and third, as time progresses at any one location, both the

density and the velocity of neutrals that are driving the process

becomes less and less, and, likewise, the available free energy. The
hot electrons cause the production of electrons consistent with our

equations. However, the electron density (which is very nearly the ion

density) increases only about an order of magnitude. In effect, just at

the time of maximum rate of electron production, the free energy goes

away. This can clearly be seen in the final curve showing the
ionization time,

Tio n = I/(NBaaV) (7)

...... .,,: :, ,:_,.= _a,,,_ for any one e ectron to produce an
ion-electron pair. From a very large value, it reaches a minimum of
about 0.I seconds, which is the same time scale as the variation in the
barium neutral density. Thus, a few e-folding factors is the maximum
increase in electron density that we could expect. At further distances
out, the time scales increase, but the decrease of maximum barium
density, and the resulting fall in electron temperature, increase the
ionization time even faster.

The model is now run, for several values of n, to compute the total
number of ions created as a fraction of those neutrals whose

perpendicular velocity is greater than Vcr (see Figure 12). As a check

of the background, the curve n = 0 shows the total contribution due to

all sources but electrons. The initial value of 10"*-4 for explosive

thermal ionization is apparent. The experiment was assumed to be

illuminated with 2.5 percent full solar UV, as reported in Wescott, et.

al. (1986). The remarkable feature of this figure is that, with n =

0.3, only 10"*-3 yield (the same as reported by Wescott) is produred in
the Lima experiment. This assumes no electron loss from interaction

regions and still is within a factor of 3 of the theoretical limit of

Galeev cited above! If the value of n is any indication, the critical

velocity effect occurred in the Star of Lima, only the macroscopic

limits of time and a limited energy budget prevented a laro_ _ yield. In
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other words, given the experimental conditions, one should never expect

any greater yield, no matter what plasma process is operating.

The larger .yields of Project Porcupine nevertheless disagree

the same model for the experimental parameters of Porcupine. Almost no
yields could be expected. The difference from Lima is primarily the
result of the small pitch angle of the jet in Porcupine. Since the free
energy is a function of the perpendicular velocity, it is greatly
reduced in this case. Model runs of Porcupine for pitch angles varying
from 28 to 90 degrees show a continuous transition back to yields
similar to those of Lima.

it can be argued that one sf%uld not distribute the ion energy over
the entire electron distribution, since only a fraction resonate with

the lower hybrid wave and, even then, they are accelerated primarily

along the magnetic field and not isotropically. A so-called "hot" model
was created and will be discussed in a later paper. This model gains

about a factor of two in yield over the "cold" model presented here for

the same values of n. If these electrons are formed into a "beam" with

on=y one oegree UT rr'u_uuIII, LIIIb ydlll_ U3 Ouuub OIIUbll_! IObbUl UI _wu

(maybe three) so that a maximum of about 10"*-3 could be expected in
Porcupine from these models.

Summary

The above results indicate that there must have been some other

source of ionization in Porcupine other than those considered here.

Nevertheless, the agreement with the Star of Lima experiment implies

that the Critical Velocity effect was operating in that case and that a

very high energy transfer efficiency, about 30 to 50 percent, was

obtained. Only the experimental conditions limited the total yield. It
should be noted that, in nearly all astrophysical cases, the limiting

factor of short time scale is not present. However, longer scales could

also allow for more electron loss along field lines out of the

interaction region. There are cases (the early formation of the solar

system with a very slow spiral to the magnetic field) where this concern

is not so great. Further experimentation, along with new results from

the recent CRIT experiment, is needed to resolve many of these issues.
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ABSTRACT

The orbiting Burst and Transient Source Experiment

(BATSE) will locate gamma ray burst sources by analysis of

the relative numbers of photons coming directly from a

source and entering its prescribed array of detectors. In

_r_ _ _,,r_ly locate burst sources it is thus

necessary to identify and correct for any counts contributed

by events other than direct entry by a mainstream photon.

The present work describes an effort to estimate the photon

numbers which might be scattered into the BATSE detectors

from interactions with the Earth's atmosphere. A model has

been developed which yielded analytical expressions for

sing!_-=r_r photon contributions in terms of source and

XLI-i



ACKNOWLEDGEMENTS

I would here like to express my sincere feelings of
Gratitude for having been given the opportunity to
participate in the NASA/ASEE Summer Faculty Fellowship
Program. It has provided an experience of challenge and
satisfaction and I hope the program will long continue to
the benefit of participants and NASA.

My colleagues of the past two years, Drs. Gerald
Fishman and Charles Meegan, deserve a special thanks for
Graciously accepting my participation into a research area
with which I had relatively little familiarity. I hope that
my efforts will prove useful to their program.

XLI-ii



Figure

•

3.

•

5-a.

5-b.

6.

LIST OF FIGURES

Title

L

Gamma Ray Observatory Configuration;

BATSE Octohedral Geometry

Burst Propagation Toward the BATSE

Photon ProDagation Through a Column

of Atmosphere Below GRO

Single Scatter Region

Disc Scattering into GRO

Geometry of Disc Scattering

Schematic of Position Relationships

Page

XLI-15

XLI-16

XLI-17

XLI-17

XLI-18

XLI-18

XLI-19

XLI-iii



INTRODUCTION

One ot four experiment packages aboard the Gamma Ray

Observatory (GRO) is the Burst Transient Source Experiment

(BATSE). Utilizing an array of eight NaI detectors, BATSE

will make angular location determinations of the gamma ray

burst sources by means of analyzing the relative count

responses of _ts detectors. Figure 1 depicts the GRO

configuration _". If the planes of the detector faces were

extended so as to form a closed surface, that surface would

be the regular octohedron also depicted in Figure i.

The assignment of a numbering scheme to the detectors

as indicated in Figure _ ca_ be used to determine the

angular coordinates, (% , ¢ ), of a burst as follows.

Suppose that, for a given burst, detectors i, 2, and 3 are

those presumed to optimally locate the burst source. Having

recorded respective count rates N I, N 2, and N 3 allows the

(uncorrected for error sources,oor "zeroth-order") angular

coordinates to be computed from _

* 2 2 1/2

tan8 = [N 1 + N22 + N 3 + 2N3(N 2 - N1)] , (l-a)

tan_ = (N 2 + N3)/(N 1 - N 3) . (l-b)

The tacit assumption made of the N i appearing in these

expressions is that they are directly from the source (i.e.,

no scattering has contributed) and that the BATSE detectors

are perfect. Any error source,in the _i will, of course,
give rise to uncertainties, 68 and 6_ , in the source

location. Thus, in utilizing counts to make the source

location determinations, it is imperative to identify all

possible sources of error in the recorded counts and to

compensate for these in the location calculations.

GRO will orbit at an altitude of some 400 km., well

above the Earth's atmosphere. It might be anticipated that,

in the course of a given burst, a significant number of

gamma rays might scatter from the Earth's atmosphere and

enter the Earth-facing BATSE detectors. Such contributions

would obviously produce misleading data and corrections for

the scattered contribution must be made. An extensive study

of the atmospheric scattering Droblem has been previously
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undertaken by Moris 3 using Monte Carlo calculations to
examine probable photon interactions with the atmosphere.
The results of that study were presented in graphical form
in a way indicating the relationship of the ratio of
observed-to-incident flux from a given zenith and satellite
location as a function of gamma ray energy.

The objective of the Dresent work is to develop a model
for the scattering contribution from which analytical
expressions for the anticipated scatter contributions can be
derived. The contributions would then be used to correct
Equations (i) and, hopefully, lead to a refinement in the

source location computation. In addition, analytical
expressions offer the advantage of presenting statements
which can be more readily interpreted than numerical
results; it is thus hoped that this work can shed further
light on the difficult scattering problem.
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GAMMA RAY INTERACTIONS WITH THE ATMOSPHERE

Gamma rays entering the Earth's atmosphere may be

expected to interact with the electrons of that medium

(bound primarily to nitrogen and oxygen, whose abundances

are roughly 80% and 20%, respectively). The three principal

interactions will be photoelectric absorption, Rayleigh

scattering, and Compton scattering. The first of these will

serve to attenuate the burst intensity as it propagates

through the atmosphere, while the two types of scattering

processes produce direction changes, along with an energy

degradation in the case of Compton scattering.

Suppose a gamma ray enters the atmosphere between the

GRO orbit and the Earth's surface as depicted in Figure 3.

Consider that portion of the incident flux, I_, which

propagates through a column of cross sectiona_ area A = 1

cm _ and depth d, at which point scattering finally occurs.

A typical photon energy in the range of interest in the

BATSE may be taken as I00 keV. Rel_tive to this energy
electron binding energies are small = and the scattering

electrons may be approximated as being free; thus the

scattering may be regarded as Compton, with total cross
=_*_ _ . qince _h_ _1 _r_=_ __n _r_n_ the

probabzlz[y of a scattering event per electron, the photon

certainty: n o_ _ i, meaning that i/a_ electrons must be

encounterd by_aUphoton in the column o{ Figure 3 before

scattering is certain to occur. If the atmosphere is

regarded as being composed of two types of atoms, a and b,
+ +

with densities n (r) and nh(r) the number of electrons
within the collu_ will be -

ne : Za _ na(_) dv + Zb _ nb(_) dv, (2)

Z being the atomic number. Equating this to I/__ in essence

gives a numerical value to the integrals since t_e Compton

cross section (as a function of energy) is well known.

Next the photoelectric attenuation over this collum

depth must be evaluated. The intensity diminishes by dI

along some infinitesimal path length d_ of the collum

according to
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dl = - _Id_ , (3)

where _ is the attenuation coefficient and is related to the

electron population , Zn, and absorbtion cross section, a ,

in product form. J With variable densities of two types Y

and c here representing the photoelectric cross section,

the i_tensity diminishes as

dI = - I [Zana(_) + Zbnb(_)] a d_ (4)

Multiplication and division of the right hand side by A
gives

I = Ioex p {- ay[Z a f na(_ ) dv + Zb f nb(_) dv]} . (5)

The integral part of the argument is just n e, that
is i/or, giving the attenuation of the incoming beam along
the scattering path as

I = I° exp [- ay/Cc] . (6)

If the scattered beam. is imagined to undergo the same

magnitude of attenuation in its (outward) propagation, the

inclusion of a factor of 2 ion the argument of EGuation (6)

will relate the attenuated intensity which might reach GRO

in terms of the incident intensity undergoing a single

scattering event. The specific form of the energy-dependent

absorbtion cross section is given by

5

44_ Z co

c - )4 7/2 (7 )¥ (137

where 6 Z here will be taken as an average for the 80%

nitrogen (Z = 7) and 20% _xygen (Z = 8) _mpo_ition, C_siSthe Thomson cross section" (= 6.65 x 10 -_u cm =) and s the
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ratio of photon energy to the electron rest energy. The
energy-dependent Compton cross section can be expressed as 8

a_ = f(¢) _, (8)

where f(e) is a decreasing function of energy. Finally,
putting together these results relates the (single)
scattered intensity that might reach GROand the incident
intensity as

I = I o
exp {- (6.2 x 10-4)/f(¢)a 7/2} • (9)

Elementary considerations 9 of a scattering situation in
which a beam of intensity I O is incident normally onto a
thin target material anticipate that a detector some
distance r from a scattering center will receive flux
scattered between O and O + dO (measured from the incident

beam direction) given by

-r

o (d__I
u_6

r

(IO)

where da/dR is the differential scattering cross section

(per electron) for the particular scattering event.

Scattering occurs symmetrically about the incident beam

direction and it should be noted here that if the beam were

oriented at some angle _ with respect to the scattering

surface, the normal component would be IA cos _, and the

cos _ factor would be included on the right hand side of

Equation (I0).

Since the BATSE detectors count photon numbers rather

than energies it is convenient to describe the scattering on

terms of numbers. If a certain portion, dI o, of the inci-

dent flux is due to dNA photons at energy e_, dI O = dNoc o.

Similarly, if dN' is t_e portion of the tot_l number

scattering at energy e', dI' = dN' c' . Equation (i0) can

then be expressed, allowing for non-normal incidence, as

dNoC°S _ _o d_

dN' = 2 (_] (_) . (11)
r
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The two types of scattering of interest here are, as
previously mentioned, are Rayleigh and Compton. Rayleigh

scattering is elastic, while in the Compton case the ratio

of energy of the incident to scattered photon energy can be

simply expressed in terms of the scattering angle:

£o
--r = 1 + s(l - cos 8) . (12)
£

Subscripting the 8-dependent differential scattering cross

sections of the two types for purposes of distinction gives
then

dNoC°S _ rdo(e) eo _do(8)_ ,dN' - 2 [__ _ + fT_ _ _ 1 (13)
r R c

where the energy ratio is given by Equation (12).

The detailed forms of the differential scattering cross

sections depend, of course, upon the specifics of the

interactive processes operative in the particular scattering

event under consideration. The forms appearing in Equation
(13) are given by _v

3
Z

rl+c°s2 e

(_)do: (13 x lO-8) _3°° '_si__'2 c14_

and II

do
_) =

c

2
r "'(i+cos28) 2 2
o _ (l-cose)

2[I+_(i-c°s8)] 3 {i + }. (15)• (l+cos28)[l+_(l_cos8)] •

Equation (15) is the Klein-Nishina formula and r_ = (3Oo/i_) ]_
is referred to as the "classical electron radius _ whose value

is 7 2.82 x 10 -13 cm.
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THE SINGLE SCATTER MODEL

ph ...... _..... - _,,_ .......... x-rayAtmos eric _U_LL_L _,ly _ff_to v,, _^ _ _---A

experiment have been discussed in some detail by Langer et
al. _= Their analysis indicated that, given the atmospheri----c

_-6-mposition 13, 30 keV photons should scatter at a height of

about 40 km above the Earth's surface, while 500 keV photons

scatter near 30 km. The enerqy range of interest to BATSE

(maximum detector efficiency range) is, roughly, 25 keY to

250 keV. The above scatter altitudes are thus relevant to

the present study and their slight difference in comparison

with the 400 km GRO orbit sugqests representing the

scattering as taking place from a sphere of radius ~40 km

larger than the Earth's radius.

Limiting the present study to single scatter

contributions, all of which are imagined to come from a

spherical surface of radius about 6411 km, means that any
photons scattering into the BATSE detectors must have

scattered from a point within the spherical u_ depicted _-&l[

Figure 4. The scattering region (cap) is defined by imaging

a line extending from GRO tangent to the scattering

sphere. Allowing that tangent to sweep around the vertical

from GRO to the sphere's surface will define a cone whose

intersection with the scatterinq sphere gives the region

from which single scatter events might effect BATSE data.

That GRO is at altitude 360 km abov_ the scatteri,_ L_yiuH

means that the cap might be reasonably approximated as a
flat disc.

Consider t_en the situation shown in Figure 5-a. N
photons (per cm per sec) are imagined incident onto a p_ane

at some angle _. The spatially uniform flux over a disc of

area A D will give rise to dN cos _ striking the area of the

washer of rad{i r' and r' + 8r'; dN o can be expressed in

terms of N O as

2_r'dr'

dN O = N O ( AD ] • (16)

All points within the washer are equidistant, r, from GRO

which remains at altitude h above the plane. As previously

mentioned scattering will be axially symmetric about the

incident axis. Thus, only that small fraction of photons

scattered through the required 8 and into A_/2_ can

contribute to detector counts. But A% is the axial angle

subtended by GRO dimensions, A¢ = Aw/r, and this must
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multiply the dN' in order to obtain the possible number of
photons scattered into the GROdirection.

The above results are now to be assembled in order to
compute the anticipated numbers of photons scattered into
the BATSE detectors. The number possibly scattered into GRO
is

dN' _ AW dN' (17)
GRO 2_r

dN' is that number scattered (per electron) and is computed

by using Equation (16) in Equation (13) with the attenuation

factor given in Equation (6) multiplying (i.e., diminishing)
the incident number of photons per cm _ per sec. These steps

give

- (ay/ac) fr'dr' d_ ¢o d_

dN_R O = NoCOS _ AWe ----r3AD_ [_-_R + _-1-] _-_]c ] (18)

That the differential scattering cross sections refer to

scattering per electron means that dN'GR O must finally be

multiplied by the total number of scattering electrons

imagined to reside on the _cattering disc. Assuming the

uniform distribution g cm -_ over A D means that gA D

scattering electrons reside on the-disc. The totel number

of photons that can scatter into GRO is the product

of gA D and Equation (18):

-(_y/_c ) co
dNGRO' = NoCOS _gAWe [ (d_)R+ (Tr) (d-_)cda] r'r3dr'

TOT

(19)

The relevant geometry of Figure 5-a has been

highlighted in Figure 5-b. It is evident that

r !

tan @ = _-- ;
(20)

further, since
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8 + ¢ + _ = _ , (21)

it follows that

r !

h - tan (8 + _) • (22)

In order that r'/h ) 0 it is apparent that _ < (8 + _) 4 _.
Equation (21) is eauivalent to

8 .... corresponds to the minimum value of ¢ while 8_=_ occurs

w_8_ _ takes on its maximum value. The minimum vaT_8

of _ is obviously zero, while the maximum occurs when r'

takes on its maximum value. The latter is simply the radius

of the scattering disc which examination of Figure 4 shows

to be R_ sin (18.5°), R A being the 6411 km radius of the
scattering sphere. Thus,

RAsin(18.50)

8ma x = _ - _; 8mi n = _ - _ - tan -I [ h ] • (23)

It is a simple matter now to convert the integration

variable of Equation (19) to the scattering angle. It

follows immediately from Equation (22), along with the

Pythagorean relationship of r and r' that

r'dr' i
m

3 h
r

sin (e + _) de. (24)

Substitution of Equation (24) into (19) gives
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dN6RO -
TOT

No_AW -(oy/a c)
h e {cos2_[[_) sin8d8 + ___o)[_) sinsde]

R c
(25)

da eo
+ cos_sin; [(_-_]RCOSed e + [_-r)[_--E)d°cosede]}

c

Evaluation of the four integrals arising from Equation

(25) is necessary to now complete the assessment of the

number of photons that might be expected to scatter into the

BATSE detectors• The integrals are:

z3
oo emax

8max do sinsd8 = (i 3 x 10 -8 ) _ r l+c°s282sin3f
• 8

_d-_)R a 8min 28min

sinsde (26)

8max= ao Z2 2
f (u---2a)cosSd8 = (1•3 x 10 -8 ) _ /SmaXl+cos 8

dn R8mi n a 8mi n 2sin 3

cosSd8 (27)

8max eo do 3°o

]" (["_-)[_-'_'Isinsd8 - 161r

emi n c

8max l+cos2e

f { 2
8mi n [l+a(l-cosS) ]

2 )2(l-cose
+ 3} cosSd8

[l+s(l-cosS)]

(28)

8max eo do 3°o 8max i+cos28

f [--,-)(_')cosede= _ f {i+,_(1-cos6)]
8mi n c 8mi n

+ 2 (1-cosS) 2

[l+s(l_cosS)3} cossde

2

(29)
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The integrals appearing in Equations (26), (27), and (28)
are easily reduced to algebraic forms, while that in
Equation (29) is not so simple. The results are the
following:

8maxdo
f (_-_) sinsde

8mi n R

Oo z3

: T- _41-cos8

+4 I-_ - _(l-COSB) 3/2]

emax

8min

(30)

8maxd_ Oo z3

f C_) cosede= _ (1.3xi0-8) 3
8mi n R

2
-_ [(4+_cose)+

{v_L- _,_--cose- 2_
2_ £n [_'_'_-_I

(31)

8max
1

1-cose]}
8min

Bmax eo do 300

[ ('-_-)_-_-_ sinod8 - 16_

8mi n c

{_ (l-cos_) -
(2s2+2s+l)

3
[l+_(l-cose) ]

(32)

+

3

2(I-cos8) + 2--_ 1

2 - -_ (l+2s) £n
[l+_(l-cos8)]

[l+_(l-cos8) ] }

8max

8min
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emax

8min
¢o d_ 3Uo _ 2 1(_-T)( ) cosede = _--6-_ { (2+2_ - _ )e +---_ sine

c _

+ s(l+_)(l+cose)sine

2(i+2_)2[i+_(I-cose)]2

+

+(llu5+lls4-30e3-48e2-24s-4)sine

2s3(l+2e)2[l+s(l-cose)]

(33)

(ii_5+Ii_4-48_2-24_-24_-4) -I(_ tan emax
3 (_) 5 tan _) }

emi n

Evaluation of these results over the limits qiven in

Eauation (23) gives, upon multiplication by the factors

indicated in Equation (25), the integrated form of Eauation

(25) which represents the anticipated number of photons

scattered into the detector direction. It is apparent that

the Rayleigh contribution is wholly ignorable.

The angle _ will not be known in general and so must be

expressed in terms of more appropriate quantities, namely

satellite location wngles, (e , _o ), and burst location
coordinates, (e , _ ), computed from Eauation (i).

Reference to Figure 6 shows that _ is defined locally as the

angle between the burst direction and the position vector of

GRO. Represent, for the moment, the burst location in terms

of geocentric angular coordinates (e , _7). The incoming
burst flux can then be r_presented a_

_o7=-NoY(Sineycos%7"[ + sineysin_73 4 cose7 _) (34)

Let _ be the GRO location at this time:
o

_o = Ro(sineoC°S_oi + sineosin_oJ + c°seok)" (35)

The angle _ can easily be seen as
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(36)

The burst location, however, is,made not in terms of

(e , % ) but in terms of (8 , % ). Use of the known

orientation of the satellite axes relative to the qeocentric

axes enables 8 and _fto,be exDwessed in terms ofcalculable functions 8 and #., Usw of the latter

transformations give cos_ = cos_(8 , % ; Qo_ _ andexpressing _ in terms of these coordinates in e inteqrated

form of Equation (25) finally gives the scattered

contribution to GRO in terms of burst location and satellite

_rdinates.
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DISCUSSION

The objective of the present work was to develop

analytical expressions for estimating the atmospheric scat-

tering contribution to detected photon counts in the course

of a burst event. Having such expressions in terms of source

and satellite location coordinates would, presumably, furnish

a more descriptive picture of the scattering effects than

would be offered by purely numerical results. Although the

objective seems to have been achieved in principle, by means
of a model calculation, the cumbersome nature of the final

expressions does not allow a quick and easy grasp of the pic-

ture to be made. Their most important contribution might be

made by their use in _xamining various important cases not
covered in the Morris _ study. To this date only limited num-

erical evaluation of the results have been carried out. In

particular the shape of the back-scatter curve as a function

of photon energy for _ = 0 ° and an infinite disc (an approxi-

mation which enormously simplifies evaluation over the

limits) has been investigated and found to be in good agree-

ment with the Morris-type curves. Inputting the final forms

to a computing facility should produce curves for any desired

situation.

The flat disc model used here was, obviously, for ease

in calculation. It indicated that such calculations are

indeed possible and so a redevelopment of the results for a

spherical cap should be managable. The fact that, at a 400

km orbital altitude, GRO will see only about 2.75% of the

Earth's surface seems to make the disc model reasonable, but

not perfect. In particular, a spherical cap could offer a

"shadow region" to a burst, as the curvature would hide that

part of the scattering region away from the burst direction;

the flat disc, of course, offers no such feature and thus

might suggest some additional contributions to scattering

which would not actually occur.

The model discussed also considers only single scatter

contributions. The Rayleigh contribution, as already noted,

is completely negligible for photon energies of interest here
in the case of interaction with the relatively light elements

nitrogen and oxygen. Only Compton scattering would thu3
significantly contribute any photons. Heitler and Nordheim 14

are credited as being the first to consider double Compton

scattering and found the double cross section to be down from

the single cross section by a factor of 1/137. The error

made by ignoring double scattering would thus sc_,,L to be

acceptable. The fact that single scatte_ events dominate

would seem to offer validity to the n_tion introducted here

that the only significant scattering contributions are those

coming from a cap region immediately below GRO.
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Figure 2. Burst Propagation Toward BATSE
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Figure 3. Photon Propagation Through a Column

of Atmosphere Below GRO
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Figure 4. Single Scatter Region
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Figure 5-a. Disc Scattering into GRO

/

Figure 5-b. Geometry of Disc Scattering

XLI- 18



ORIGINAL PAGE IS
OF POOR QUALITY

Figure 6. Schematic of Position Relationships
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